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PREFACE

The work reported herein was conducted at the U. 8. Army Engineer
Waterways Experiment Station (WES), Vicksburg, Mississippi, as a portion
of Work Unit 003, "Remote Sensing of the Environment," Task 01, "Environ-
mental Quality Manogement for Military rfacilities," Project LA162121A896,
"Environmental Quality for Construction and Operation of Military Facil-
itics." This repert is essentially a tnesis submitted to the Graduate
School of the Pennsylvania State University in partial fulfillment of

the requirements for the degree of Doctor of Philosophy in the Depart-

ment, of Civil Engineering. The work is a comprehensive documentation of
the procedures developed by the author for the systematic evaluation
of remote sensor performance and quantitative mission planning.

This work was accomplished under the general supervision of
Mr. W. G. Shockley, Chief of the Mobility and Environmental Systems
Laboratory (MESL), and Mr. B. O. Benn, Chief of the Environmental Systems
Division. This report was prepared by Mr. L. E. Link, Jr., Chief of the
Environmental Research Branch (ERB). The author is indebted to the
management personnel of the MESL for their support and invaluable guid-
ance during the execution of this study. Particular appreciation is
expressed to Messrs. Shockley, Benn, W. E. Grabau, and J. R. Lundien.
The author also extends sincere appreciation to his faculty advisor,
Dr. Gert Aron and the other members of his committee, Dr. F. Y. Borden,
Dr. Harmer Veeden, and Dr. Arthur Miller. Appreciation is also to
extended to Mr. J, R. Stabler, ERB, for his invaluable computer pro-

gramming assistance.
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COL G. H. Hilt, CE, and COL J. L. Cannon, CE, were Direc*-rs of
the WES during this study and preparation of this report. Mr. F. R.

Brown was Technical Director.
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CONVERSION FACTORS, U. S. CUSTOMARY TO METRIC (SI)
UNITS OF MEASUREMENT

Units ol measurement used in this report can be converted as follows:

Multiply By To Obtain

Metric (SI) to U. S. Customary

micrometres 3.937007 X 10" inches

millimetres 0.03937007 inches

centimetres 0.3937007 inches

retres 3.280839 feet

kilometres 0.6213711 miles (U. S. statute)
square centimetres 0.1550 square inches

watts per square centimetre 0.1550 watts per square inch
milliradians (engular) 0.05729578 degrees

Celsius degrees or Kelvins 1.8 Fahrenheit degrees¥

U. S. Customary to Metric (SI)

inches 25.4 millimetres

feet per minute 0.3048 metres per minute

degrees (angular) 0.01745329 radians

Fahrenheit degrees 0.555 Celsius degrees or
Kelvins¥#

¥ Mo obtain Fahrenheit (F) readings frc. Celsius readings, use the
following formula: F = 1.8(C) + 32. To obtain Fahrerheit readings
from Kelvins, use: F = 1.8(K - 273.15) + 32.
¥% Mo obtain Celsius (C) temperature readings from Fahrenheit (F)
reedings, use the following formula: C = 0.555(F -~ 32). To obtain
Kelvin (K) readings, use: X = 0.555(F + 459.67).

xix
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PROCEDURES FOR THE SYSTEMATIC EVALUATION OF REMOTE SENSOR
PERFORMANCE AND QUANTITATIVE MISSION PLANNING

PART I: INTRODUCTION

Buckground

General

1. Remote sensing began in 1840 when Gaspard Felix Tournachon
took a photograph of an area near Paris from a balloon. Since then
aserial photography and a variety of more exotic techniques have been
used to acquire a staggering amount of data for application to engi-
neering and environmental problems. In spite of this broad applica-
tion, the methods employed by the user community to plan and execute
remote sensing missions remain empirical and at times subjective. As
the need increases for more detailed and specific data over larger
and larger areas, remote sensing will be more and more in demand as a

data acquisition tool. The added sophistication of the data needed

will require added sophistication in the methods used to employ remote
sensing to acquire that data. In the following paragraphs the field
of hydrology is used to establish the need for generating new methods
for evaluating remote sensor systems and planning missions. Although
the discussion is limited to hydrology, the research needs estab-
lished and the products resulting from the research are equally
applicable to any field or discipline.

Data requirements for hydrology

2. The response of a watershed to a storm of given intensity,

duration, and distribution is a function of the phenomena that control
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the volume and time-phasing of the water reaching a given point

within the watershed. These phenomena include interception storage,

depression storage, evapotranspiration, surface runoff, interflow,
infiltration, groundwater flow, subsurface storage, and routing and
channel storage. Coupled with the above-mentioned phenomena are the
antecedent conditions of the watershed. These "initial conditions"
and the physical characteristics of the watershed (topography, geol-
ogy, vegetation cover, etc.) essentially weigh the effects of the
various phenomena to convert & storm into a response (i.e. a runoff
hydrograph). Watershed response models are normally comprised of
submodels or mathematical relations that simulate each phenomenon
being considered. The number of phenomene included in a model may
vary from the two or three considered to exert the most influence for

a given situation to all of them (e.g. the Stanford Watershed Model).

The accuracy of the watershed response predictions are a function of

the following:

&. The realism of the mathematical relations used to
represent each phenomenon.

b. The accurate translation of the physical conditions
within the watershed into the inputs necessary for
the various submodels.

c. The accurate specification of the distribution within
the watershed of those physical conditions that in-
fluence watershed response.

The following paragraphs address item c.

3. Examination of the mechanisms by which the phencmena men-

tioned in paragraph 2 operate, leads to a realization that the basic

2




physical characteristics that control the effect of each phenomenon

on watershed response can be grouped into the following categories:

a. Soils

b. Vegetation
¢. Topography
d. Bedrock

It is the knowledge of these cheracteristics and their distribution
within the watershed, therefore, that comprises the basic terrain in-
formation required for predicting watershed response. The detail of
the information required is a function of the sophistication of both
the model used and the overall investigation.

. For a comprehensive analysis of watershed response, it is
necessary to know the changes in soil, vegetation, topography, and
bedrock cheracteristics as & function of time as well as their spa-
tial distribution at any given time. The time-dependent changes may
only consist of variations in such things as soil moisture or plant
vigor, which may influence the "antecedent conditions" of the water-~
shed for a given storm. They may also involve gross changes in
conditions such as clear cutting, land use, major excavations, etc.,
which may drastically alter the basic response character of the
watershed. In any case, the requirement for basic terrain dete is
staggering if the investigator attempts to define the watershed in
both a spatial and temporsl framework. Nevertheless, if the pos-
session of such dete will help provide a reliable, quantitatively
accurate response prediction, it behooves the researcher to inves-
tigate means for acquiring these data. Perheps the only technique

currently available that has potential for efficiently satisfying
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these data needs in a cost-effective manner is remote sensing.

Remote sensing for data acquisition

5. Remote sensing techniques have been shown to be valuable
tools for acquisition of environmental data pertinent to producing a
baseline description of the enviromment of an area and for acquisi-
tion of data relevant to the detection of environmental changes as a
function of time (Reference 1).* In this study the environmental
factors of interest included vegetation type, vegetation density,
vegetation height, wildlife habitat, soil type, depth to bedrock,
surface water, depth to groundwater, pollution sources, and cultural
features. Numerous reports have been written concerning the eppli-~
cation of remote sensing to hydrology. (A comprehensive bibliography
is presented in Appendix A.) They range from cursory overviews and
evaluations of the applicability of remote sensing to hydrology
(References 2 to 6) to evaluations and discussions of specific appli-
cations (References 7 to 13) and formulation of techniques for ac-
quiring inputs for specific watershed response models (References 14
to 16). Within these reports, terrain factors are discussed, such as
soil type and moisture content, drainage patterns, snow and ice con-
ditions, land use, vegetation conditions, waterbody configuration,
cloud cover, surface temperature, rainfall estimation, topography,
soil depth, channel and floodplain topography, vegetation inter-
ception, overland flow roughness, and subsurface conditions. The
general potential and applicability of remote sensing techniques for

use in acquisition of environmental data relevant to hydrologic

¥ Rererences in parentheses are listed at the end of the main text.
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response has, to some extent, been documented and discussed. The

primery and perhaps most demanding tasks remaining are to develop the
techniques that allow remote sensing to be used effectively (i.e. to
gather the most information possible concerning changes in watershed
conditions on a spatial and temporal basis) by hydrologists nct
N intimately familiar with the physics of the processes invol;ed in
remote sensing. As Robinove (Reference 6) so ably stated:

Only by carefully studying the physics of electro-
magnetic radiation and its interactions with hydro-
logic features can the hydrologist utilize the
proper sensing system or suggest the development

of a specific sensing system for his purpose. The
pitfall of thinking of aerial photography or infra-
red imagery as tools in themselves without consid-
eration of the physics of these tools and the
necessary ground control can often doom the hy-
drologist's efforts to failure.

& ! Research needs

; 6. The informational content of a remote sensor image is en-
tirely a Tunction of the spatial variation of the optical density
values (gray tores or colors) comprising the image and of the in-
vestigator's ability to place these variations within a meaningful
context and translate them into desired information. It would be

; ideal if the variations in image optical density were always directly

and exclusively related to changes in terrain meterial types (e.g.

soil or vegetation types) or conditions (e.g. soil moisture content).

Unfortunately, this is hardly ever the case. At best, variations in

image optical density values are directly related to changes in the

reflectance or radiation properties of terrain materials which may or

may not be vrelated directly to the material changes of interest to

the hydrologist. Additional uncertainties are added in that the
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opticul density values on an image are the resultant of interactions
of electromagnetic energy with the atmosphere snd the sensor system
itself as well as the aforementioned interaction with terrain mate-
rials (e.g. soils, vegetation, rock, etc.). The atmospheric and
sensor system influences have been shown to be very significant with
respect to the cptical density variations resulting from changes in
material type or condition (Reference 17). In addition to the above
interactions, the reflectance geometry (i.e. the geometric relations
among energy source, terrain feature, and sensor system) can have
considerable influence on the optical density values that end up on
an image. Because of the many incveractions and complex geometry
involved, it is entirely conceivable that vuriations in optical
density values can occur without atsociated variestions in the type or
condition of terrain materials. Conversely, changes may occur in the
terrain without producing a detectable change in optical density.

The fact that these things can and do occur complicates the detection
of change in both spatial and temporal frameworks.

T An immediate need exists, therefore, for a quantitative
definition of the influence of phénomena, other than changes in ter-
rain material type and condition, on the informational content of re-
mote sensor imagery. For the acquisition of hydrologic date at any
given time, there is an immediate need for the hydrologist to have
available a means for considering the complex phenomena that influ-
ence imagery informational content so as to minimize the effects of
phenomena not related to changes in terrain material characteristics,
in essence, a procedure for planning the remote sensing mission so

as to optimize the resulting imagery with respect to the desired

6




information. Accomplishment of these research needs would be a sig-
nificant step forward in the effort to provide the technology and
technology products necessary for the effective use of remote sensing
techniques by hydrologists concerned with watershed response and, in
fact, for anyone concerned with the use of remote sensing techniques

to acquire data relevant to civil engineering and environmental

problems.

Objective and Scope

Objective

8. The overall objective of the research presented herein was
to quantitatively examine the natural phenomens that influence the
informational content of remole sensing imagery obtained in the
visible and infrared (It) regions of the electromagnetic spectrum,
and from the understanding gained through these examinations, develop
analytical tools for planning remote sensing missions and providing
guidance for application of photographic and thermal IR sensor sys-
tems to fields such as hydrology.
Scope

9. The electromagnetic energy reaching a remote sensor is the
resultant of a number of complex interactions, each varying as a
function of wavelength. The sensor system also interacts with the
energy to produce the signals recorded on film or magnetic tape. To
determine the character of the final product, it is necessary to
account quantitatively for each interaction. The number of variables
involved and their dependence on wavelength make the determination of

the character of the remote sensing product virtually impossible

T
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without a systematic, analytical means of describing the interactions
both individually and collectively.

10. The primaxry objective of the efforts reported in Parts II
and III was to develop and computerize analytical models that allow
systematic control of the major variables that influence the char-
acter of an image. In the modeis' development, the primary sensov
systems available to the hydrologist (i.e. photographic systems and
thermal IR scanner systems) were considered. Variables considered
include the source of electromagnetic radiation, interactions with
terrain materials, interactions with the atmosphere, sensor altitude,
time of day, time of year, source-sensor position, and sensor spectral
and spetial characteristics. The models provide a previously unavail-
able tool for examining quantitatively the effects of the major
variables on the character of & remote sensing image.

11. Because of the many phenomena involved and the lack of a
simple means to consider them collectively, planning of remote sens-
ing missions has heen done subjectively, quantitatively on a piece-
meal basis, or solely on the experience of the investigator. HNone of
these offer a systematic means to optimize the mission for acquisi-
tion of specific information types as a function of the mauy vari-
ables involved. A more comprehensive capability is needed, espec-
ially for those unfamiliar with the physics of the processes involved
in remote sensing.

12. The primary objective of the efforts reported in Parts IV
and V was to use the analytical models (Parts II and III) to formu-
late simple, but comprehensive, tools for planning photographic and

thermal IR remote sensing missions. The final form of the planning
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tools is graphical to provide easy dispersal to users and simplistic
execubion. An attempt was made to maintain the analytical rigor
inherent in the models, although some simplification and loss of
quantitative rigor was necessary. The simplification was based on
inclusion of only those variables representing the phenomena that
have a rather significant influence on image character.

13. The comprehensive planning tools prcvide the hydrologist
with a new capability for optimizing the utility of remote sensing
systems. Through the use of these tools, he will hopefully be able
to seiect quantitatively the best sensor system (e.g. film type and
filter) and mission characteristics (e.g. altitude, atmospheric
conditions, time of dsy, etc.). Only by using adequate plenning
tools will the full poteatial of remote sensing techniques be

realized in any discipline.




s e e -

PART II: PHOTOGRAPHIC SYSTEMS SIMULATION MODEL

1hk. A computerized simulation model of the relations between
photographic remote sensor systems and the environment was developed
to provide an analytical capability for evaluating and comparing
photographic remote sensor systems and optimization of mission pro-
files. The model allows for the systematic control of the major vari-
ables that affect the character of photographic imagery, including the
electromagnetic (EM) radiation* source, atomsphere, terrain materials,
time constraints, season, latitude, sensor characteristics, and alti-
tude. The present form of the model is capable of handling any film-
filter-lens~camers systems for both visible and near-IR (0.4 to
1.0 ym¥*) wavelengths. Since systems for these wavelengths are
fairly well established and economical (as compered to the more ex-
otic imagery types), they are the most readily available for acquisi-

tion of environmental data related to hydrologic phenomena.

Concept of the Model

15. The concept of the modei is quite simple. The basic ques-
tion to be answered is: What combination of sensor system and mission
profile results in the greatest contrast between environmental fea-
tures of interest? The approach to answering this question consists

of separating the characteristics of the feature into spectral

¥ The physics of EM radiation and the use of EM radiation for re-
mote sensing are discussed in detail in Appendix A of Reference 18.
¥%¥ A table of factors for converting metric (SI) units of measurement

to U. S. customary units and U. S. customary units to metric (SI)
units is presented on page xix.
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(energy level) and spatial (dimensional) components.

Spectral component

16. The basic concept of the spectral component of the model
is illustrated pictorially in Figures 1 and 2. In this illustration
the environmental problem consists of distinguishing between cotton-
wood and fir trees; rowever, the features may just as well have been

two masses of water with different turbidity characteristics, or

h=o s

indeed any situation in which there is assumed to be a spectral

distinction between two adjoining objects or factors. Using the sun
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Figure 1. Concept of spectral component of Photographic
Systems Simulation Model, energy reaching the sensor
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Figure 2. Concept of spectral component
of Photographic Systems Simulation Model,
interaction with sensor system

as the basic energy source, the model calculates the amount of solar
energy reaching the remote sensor by considering the attenuating and
scattering effects of the atmosphere and the reflectance properties
of the environmental features under consideration. The energy per
unit area reaching the remote sensor for each environmental feature
(cottonwood and fir, or two bodies of water) is compared with the
sensitivity (film, filter, and lens characteristics) of a given re-
mote sensor to determine if the features would appear as different
image tones, i.e. gray tones or colors, on the imagery produced by

that sensor. The model output is image optical density contrast

values for the specified features of interest (the model assumes a

12
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feature is uniformly surrounded by a second terrain feature that is
specified as the background).

Spatial component

17. The spatial component of the model uses the dimensions of
an environmental feature, the sensor characteristics (lens focal
length for photographic sensor systems), and the distance from the
feature to the sensor to calculate the dimensions of the image of the

feature as observed by the sensor. The image dimensions are compared

with the spatial sensitivity of a given remote sensor to determine
if the feature would appesr as a discrete feature (on the basis of
size only) on the imagery produced by that sensor at the specified
altitude or distance from the features.

Overall concept

18. The overall concept of the model is, therefore, a means of
evaluating a photographic remote sensing system for a particular
problem by contrasting the energy content and dimensions of the

images received by the sensor with the spectral and spatial sensi-

tivities of the sensor. The following paragraphs discuss the tech-

nical content of the model in detail. The specific details concern—

ing the computer program and the form of the various inputs to the

model are presented in Appendix B.

Spectral Component of Model

Energy source

19. The sun is considered the primary energy source. The
solar irradiance above the atmosphere as a function of wavelength is

used in the model, as illustrated in Figure 3, to quantitatively

13
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Figure 3. ©Solar irradiance above the atmosphere

as used in the model

define the sun. Skylight, energy resulting from the scattering of

sunlight by atmospheric constituents, is considered as a
source. The ratio of skylight to sunlight plus skyli

in Reference 19 and presented graphically in Figure L is

secondary

used as the

basis for computing the spectral distribution of skylight in the

model. These data represent widely differing haze conditions that

might be encountered on cloudless days. The precise method of em-

ploying the skylight-sunlight plus skylight ratio is discussed in the

following paragraphs.

Factors affecting the trans-
mission of radiation from
the energy source to the terrain

20. Direct transmission through the atmosphere: To provide

the model with the cepability of predicting realistically the solar

irradisnce reaching the earth's surface, a capability had to be
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Figure 4. Ratio of skylight to sunlight plus skylight
(Reference 19)

achieved for predicting total radiation transmitted through the
atmosphere as a function of wavelength for a variety of atmospheriec
conditions and paths. This capability, of course, requires a set of
mathematical relations that describe molecular and aerosol absorption
and molecular and aerosol scattering, along with profiles of the
basic gaseous and aerosol components for a variety of conditions.

21. A computerized model (LOWTRAN I) recently developed at the
U. 8. Air Force Cambridge Research Laboratories (Reference 20) was
used to predict atmospheric transmission curves for the Photographic
Systems Simulation Model. With LOWIRAN I, the total radiation trans~
mitted directly through the atmosphere for the 0.25- to 28.5-um
wavelength region cen be computed with a spectral resolution of 20
wave numbers (wave number is determined from the reciprocal of the

wavelength expressed in centimetres). The wavelength region
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encompassed by LOWIRAN I extends beyond the region required for
modeling photographic sensor systems (0.3 to 1 um). The resolution
expressed in terms of wavelengths in this region is less than 0.002 um,
more than sufficient for accurate determination of the numerical quan-
tities required for the simulation model. LOWTRAN I includes five geo-
graphic atmospheres: tropical, mid-latitude summer, mid-latitude
wvinter, subarc¢tic summer, and subarctic winter. ZEach atmosphere is
defined by a profile of pressure, temperature, density, water vapor
concentration, and ozone concentration as a function of altitude or
height above sea level,

22. Two aerosol models are available to be run with the atmo-
sphere models. The aerosol models describe "clear" and "hazy" atmo-
spheric conditions corresponding to visibilities of 23 km and 5 km,
respectively, at ground level. Together, the atmosphere and haze
models provide the basic data for predicting radiation transmission
through the atmosphere on geographic and seasonal bases for both good
(clear) and poor (hazy) visibility conditions.

23. The atmosphere and haze models are constructed as series
of parallel atmospheric layers, so LOWLRAN 1 can be used to calculate
the radiation transmitted through the entire atmosphere or through
only a portion thereof. In addition, transmission can be caleculated
for vertical, horizontal, or slant paths through the atmosphere. A
detailed explanation of the mathematics used to account for the ab-
sorption and scattering phenomena is given in Reference 21.

24. Tor the purposes of this study, LOWIRAN I was used to
predict radiation transmission ihrough the atmosphere as a function

of wavelength for the mid-latitude summer- and winter-modeled

16
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atmospheres with both haze models and for solar zenith angles (slant
paths) from 0 to 60 deg at increments of 10 deg. The result is 28
difcerent transmission curves for use in predi .ing the solar energy
reaching the terrain (the curves are presentecd in Reference 18). The
consideration of solar zenith angle adds a degree of realism in that
the effects of time of day, time of year, and latitude can be ac-
counted for. Since the length of the path through the ati: iphu e
increases with increasing zenith angle (angle frcwu tie *evtical). the
attenuation of EM energy is increased (trensmission is decreased),
and less solar energy reaches the terrain. The decrease in energy
reaching the terrain can be very significant for large zenith angles
(i.e. angles from the vertical greater than 30 deg).

25. An atmospheric transmission curve for mid-latitude summer,
23-km haze, and a zenith angle of 30 deg is presented in Figure 5.
Within the remote sensing simulation model, curves such as this are
aultiplied (wavelength by wavelength) by the solar irradiance curve
shown in Figure 3 to predict the solar energy reaching the terrain by
direct transmission. A variety of curves defining the solar energy
reaching the terrain by direct transmission are presented ia Refer-
ence 18. Tigure 6 presents a typical example of these curves.

26. Geometric relations: The curve in Figure 6 shows an ex-

ample of the solar irradias;.ce that reaches the terrain by direct
transmission, but it does not present the actual irradiasnce that im-
pinges on a given terrain surface. The actual flux per unit area
(e.g. W/cmg) is a function of the relative orientation of the sun and
the terrain surface plus skylight. Thus, curves such as the one in

Figure 6 must be modified by the factor cos 6 (where 6 is the

17
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angle between the path of the impinging solar irradiance and the
normal to the surface) to calculate the true irradiance incident
(directly) on a given terrain surface. If the terrain is assumed to
be perfectly horizontal (which is almost never the case), the angle

8 Dbecomes the value of the solar zenith angle. Unless otherwise
specified, the model makes this assumption Tor the sake of simplicity.

27. Figure T shows the geometric relation among the solar
zenith angle, solar azimuth, terrain surface slope, and the direction
of maximum terrain surfare slope (terrain slope azimuth). The solar
and terrain slope szimuth are combined into a single parameter, the
relative azimuth angle, for simplicity. The relative azimuth is the
angular separation of the solar azimuth and terrain slope azimuth as
illustrated in the figure. The interrelation of solar zenith, ter-~
rain slope, and the relative azimuth defines the effective sun angle
which is the angle between the incoming colar energy and the normal
to the terrain surface in the vertical plane defined by the solar
azimuth. TFigure 8 presents a graphical means of computing effective
sun angle for combinations of solar zenith angle, terrain slope, and
relative azimuth angle. The effective sun angle is obtained by
adding the appropriate sclar zenith angle to the value for the "ef-
fective slope angle" obtained for a given relative azimuth~terrain
slope combination.

28. Skylight: In addition to the product of ccs 6 and the
solar energy reaching the terrain by direct transmission, skylight
must also be consgidered to compute the total flux per unit area i~
pinging on the terrain., The skylight energy (as a function of wave-

length) reaching the terrain is computed using the ratio (R) of

19
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NOTE: To determine effective sun angle,

add the appropriate solar zenith
“~—— 45-deg Slope angle to the effectivc slope angle
deternined for terrain slope-
relative azimuth angle combinations
of interaest.

Effective Slope Angle, deg

45,001

-50.00

d.00 20.00 40.00 60.00 80.00 100.00 120.)00
Relative Azimuth Angle, deg

Figure 8. Graphical means to compute effective sun angle
skylight to sunlight plus skylight .r wte following manner.

29. At any given waveleungth, *» , the solar energy reaching
the terr.in by direct transmission, SUNA , is known (i.e. calculated
by the procedures previously described); however, the skylight,

SKYA , is unknown. The ratio, R, , can be used to develop a simple

A
expression for SKYA as follows:
SKYA
R, = ot (1)
A SUNA + SKYA
then
RA(SUNA + SKYA) = SKYA

and

which simplifies to

2l
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R SUNA = (1 - R, )SKY

A A A

and

R, SUN

ATTTA
m_ SKYA (2)

which can be used to compute skylight energy at any wavelength with
the known values of Rk and SUNA at that wavelength. This can
be expanded to a single expression for computing the total EM energy

reaching the terrain as follows:

RA RA
Tota.l}‘ = SUNA + T2 R)‘ SUNA = (l + T2 R)‘) SUNX (3)

which ir L2 relation used in the model. The curve for RA desig-~
nated "HAZY" in Figure 4 is used in conJunction with the 5-km haze

model (in LOWTRAN), and the R, curve designated as "CLEAR" is used

A
with the LOWTRAN 23-km haze model.

Interaction of EM
radiation and the terrain

30. The Photographic Systems Simulation Model assumes that
terrain features are essentially diffuse reflectors of EM radiatica
in the visible and near-IR spectral regions. This assumption is &
limiting factor for the model in that many terrain features may re-
flect both specularly and diffusely, depending on their position with
respect to the radiation source. The diffuse reflectance assumption-
was made, however, to limit the complexity of the necessary input
data for the model and to provide for simplicity in the methematics.

31. The model uses spectral reflectance (diffuse) curves for

terrain features to define the interaction of the solar irradiance
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impinging on the terrain. TFigure 9 is an example of a reflectance

curve for a mature cottonwood tree.

These curves defil

ne the percent-

age of incident irradiance reflected as a function of wavelength for

the visible and near-IR portions of the EM spectrum.

By multiplying

& curve for a terrain feature (wavelength by wavelength) by a curve

for that portion of the solar irradiance reaching the terrain, the

irradiance reflected from the feature is obtained.

100 ~

60 -

60 -1

40 ~

REFLECTANCE. PERCENT

20 ~

o 1 (] L1 1 1t

1

COTTONMGOD

1 1 1 1111 i

1 L 1 1113

| 1
(X10-! )

1

(X109}
HAVELENGTH (MICROHETERS)

(X10 '3

Figure 9. Example of spectral reflectance curve for a
mature cottonwood tree

Pactors affecting the trans-
mission of EM radiation from the

terrain to an airborne remote sensor

32. Direct transmission through the atmosphere:

To provide

the capability of predicting the amount of EM radiation that reaches

a remote sensor at a given altitude, radiation transmission curves

for various portions of the atmosphere had to be predicted. LOWTRAN I
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was used to predict transmission for the following common altitudes

for remote sensing missions:

a. Ground to 1.5 km

b. Ground to 3.0 km
¢. Ground to 6.0 km
d. Ground to 15.0 km

These predictions were made with the mid-latitude summer and winter
atmosphere models and both haze models. Only the O-deg zenith angle
(vertical path) was considered, since the model assumes that the
sensor is located directly above the environmental features of in-

terest. The predicted curves available for use in the model are

presented in Reference 18; Figure 10 is a typical example.

Bhcils hco BT - o

; |

40

PERCENT TRANSMISSION
]

20 ]

0 1 [ P A R 1 (- lll L1} ! Y WO OO A I
1 1 1 1

(X109 (X10 9) (X10 1)
HAVELENGTH (MICROMETERS)

ATMOSPHERIC TRANSHMISSION PROBABILITY

Figure 10. Typical example of atmospheriec transmission
curve for transmission from the ground to the sensor at
a specified altitude
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33. The total irradiance (as & function of wavelength) reach-
ing a given altitude is calculated by multiplying. wavelength by
wavelength, the irradiance reflected from a specific terrain festure
by the appropriate transmission curve (e.g. Figure 10) and sdding
backscatter energy. Since backscatter is a diffuse energy source in
the atmosphere like skylight, it is present in the field of view of
the camera and must be added to the energy itransmitted from the
terrain to the camera to calculate the total energy received at the
camera, When considering the energy received at the camera from two
features (i.e. to calculatc the contrast that will result on an
image) the backscatter energy is added to the computed energy reach~
ing the sensor for each feature individually. In this manner back-
scatter acts as a contrast attenuator within the model as it does in
nature. The following is & brief description of backscatter and how
it is handled in the model.

3k, Backscatter: As solar energy is transmitted through the
atmosphere, a portion is scattered by the molecular and aerosol con-
stituents of the atmosphere. The scattered energy is redistributed
in the atmosphere and becomes a somewhat diffuse energy source. An
observer positioned on the terrain surface and looking up would
perceive the scattered energy as skylight (see paragraph 19); where-
as, an observer looking down from a position at some altitude above
the earth's surface would perceive the scattered energy as back-
scatter. The quantity of backscatter or skylight perceived is a
function of atmospheric conditions and the sltitude (i.e. position
within the atmosphere) of the observer. A means to compute skylight

was discussed in paragraphs 19 to 29. The following paragraphs
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present the simple, but raticnal, procedure used in the Photographic
Systems Simulation Model to compute backscatter.

35. Skylight and backscatber result from the same phenomena.,
molecular and aerosol scattering of solar irradiance passing through
the atmosphere. Because of their similar origin, the spectral char-
acter (i.e. the relative amplitude as a function of wavelength) orf
skylight and backscatter are considered to be the same. This sim-
plifying assumption allows the shape of the curve of the skylight
energy at the ground versus wavelength, as computed in the model (see
paragraph 29), to be used to represent the spectral character of
backscatter. The only remaining information needed is the relative
amplitude of the backscatter with respect to the skylight.

36. Figures 1l and 12 show the relative amplitudes of skylight
and backscatter as a function of altitude for clear (23-km visibility)
and hazy (approximately S-km visibility), respectively. These curves
vere adapted from Reference 22 and serve as the major tool for defin-
ing the relative amplitudes of skylight and backscatter. The origi-
nal forms of the curves in Figures 11 and 12 were computed for a
wavelength of 0.55 ym and for = homogeneous atmosphere., Use of these
curves requires that some credibility be given to their applicability
to the entire 0.40~ tc 0.93-pm wavelength band. Plates 1 to 5 pre-
sent curves of the total atmospheric scattering coefficient (molecu-
lar plus aerosol scattering) as a function of altitude and atmos-
pheric haze (from Reference 21) for wavelengths of 0.488, 0.515,
0.633, 0.694, and 0.860 um, respectively. Close examination of these
curves showed that they all had avproximately the same shape. In

addition, the relations of the change in the scattering coefficient
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0.25¢

h e

@

80.201-

o

Rl

2

:‘J

m

L)

o 0,15

@ Veldop=

3 e

a s

bt

[-9

4

[

20,1010

o

2

o

0.05.

a ] ] ] 1 I ! 1 |
0 20 ) 60 80 100 120 140 160

Altitude, km

Figure 11. Relative amplitudes of skylight at terrain surface and
backscatter as a function of altitude for 23-km haze condition
(Reference 22)
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Figure 12. Relative amplitudes of skylight at terrain surface and
backscatter as a function of altitude for 5-km haze condition
(Reference 22)

27




e

with respect to a change in altitude was essentially the same for all
of the curves. This indicated that if the curves were all normalized
so that the scattering coefficient value was 1.0 at the terrain, the
normalized relations between the scattering coefficient and altitude
would be the same for all of the wavelengths.

37. Based on the similarities among the curves in Plates 1 to
5, it was assumed that the curves in Figures 1l and 12 were represen-
tative of all wavelengths in the 0.40- to 0.93-ym band for the
purpose of defining the relative amplitude of backscatter with re-
spect to skylight. Thus, the spectral character of skylight and
backscatter are assumed to be the same, only their relative ampli-
tudes differ.

38. The necessary tools are available for computing back-
scatter energy as a function of wavelength for specific altitude and
haze combinalions. The specific procedure used is as follows: The
starting point is the previously computed skylight-wavelength curve
for a given haze condition (23-km or 5-km visibility). The appro-
priate value for the relative amplitude of backscatter is then se-
lected for the appropriate haze and altitude combination from Figure
11 or 12. The value selected from Figure 1l or 12 represents the
percentage of the skylight energy reaching the terrain that is equiv-
alent to the backscatter energy for the haze-altitude combination
selected. The amplitude of the skylight curve (for each wavelength)
is multiplied by the relative amplitude value to compute the back-
scatter energy as a function of wavelength. Thus, the computed
backscatter is simply & proportion of the skylight energy reaching

the terrain with the same spectral character.

28




=

Interaction of EM radia-
tion and the remote sensor

39. Sensor components and their descriptors: In this portion

of the model, the calculated irradiance (as a function of wavelength)
reaching a specified photographic sensor system interacts with the
components of the system to predict image optical density contrast
for the feature and background (or other feature). The major system
components considered are the lens, the filter, and the film.

40. The parameters used to describe the camera lens are the
transmission for the lens as a function of wavelength (the 0.h- to
1.00-um wavelength band) and the F-stop setting of the lens. Fig-
ure 13 presents an example of a lens transmission curve. The filter

is.described by a transmission curve thut defines the percentage (as
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NOTE: Data represents fused
quartz lens.
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TFigure 13. Example of lens transmission curve
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a furction of wavelength) of the impinging IM radiation that is
transmitted by the filter. The most commonly used filters (and those
included in the model) are the Wratten Nos. 12, 47B, 58, 254, 87C,
and 89B (Reference 23). Figure 1l presents a transmission curve for

a Wratten No. 12 filter (Reference 23).

0.t

WRATTEN NO. 12

,o |
e

| -+
1
O%.Z 0.3 0. 0.5 0.6 0.7 0.8 0.9

WAV. ENGTH, MICROMETERS

PERCENT TRANSMITTANCE

Figure 14. Transmission curve for Wratten No. 12 filter
(Reference 23)

k1. The films are described by their spectral sensitivity
curves and gamma (A) values. The spectral sensitivity curve defines
the sensitivity of the film as a function of wavelength, as illus~

trated in Figure 15 for Kodak Infrared Aerographic Film No. 2ok

> KODAK INFRARED AEROGRAPHIC FILM - 2424

E

2

Eo2
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Z - D = 1.0 ABOVE GROSS FOG

M|
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0 | I ] { |
0.4 0.5 0.6 0.7 0.8 0.9

WAVELENGTH, MICROMETERS

Figure 15. Spectral sensitivity curve for Kodak Infrared
Aerogrephic Film No. 2424 (Reference 24)
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(Reference 24). 1In the figure the ordinate is the logarithm of
sensitivity (the reciprocal of the exposure in ergs cm"2 required to
produce an optical density of 1.0 above base fog) and the abscissa

is wavelengbth. Curves such as the one shown in Figure 15 are pub-

lished by the film manufacturers.
k2. The film gamma value is the slope of the linear portion of
the curve relating optical density to the logarithm of exposure for

the film (commonly referred to as the D log E curve). Exposure is
a measure of the energy impinging on the film. D log E curves and
their associated Yy wvalues are published for available films by the
manufacturers, Since the Yy value for & specific film varies with
film processing techniques, choice of Yy values for use in the model

must be based on the film processing techniques available to the user.

43, Computation procedure: The procedure in the model used to

compute the expected image optical density contrast for a specified

feature and background and a specified film-filter combination is as

follows:

a. The exposure time (t) in seconds required to reach an
optical density of 1.0 above base fog iz computed
indivually for the feature and the background by

t =l (F—s’cop)2 3 1 (&)
2
sl
10 / HATALASAdA
1
where

F-stop = the F-stop setting of the lens (assumed to be 5.6

unless otherwise specified)

31

——r ——— 6= e by




Alkz = wavelength limits of spectral sensitivity of the film-

filter combination in um

HA = irradiance, as a function of wavelength, reaching the
sensor in watts cm ° um-1

TA = transmittance, as a function of wavelength, for the
filter (1.0 for all wavelengths if no filter is used)

LA = transmittance, as a function of wavelength, for the
lens

SA = gensitivity of the film as a function of wavelength,

ergs em ™2

|

The computed exposure time values for the feature (tF)
and background (tB) are compared, and an optical
density value of 1.0 is assigned to the one (feature
or background) hsving the largest t wvalue. For

example, if tF >t the feature is assigned an

B
optical density valuc of 1.0.

¢. The optical density contrast (DF - DB) for the featwre
and vackground is computed by
Dp - Dy = v log ;2- (5)
F
where
DF = optical density of the feature
DB = optical density of the background

£ilm gammsa

4, Special consideration for color films: Since color films

have three emulsions, each having a unique spectral sensitivity

curve, optical density contrast values for a specified feature and
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background are computed individually for each emulsion.

The ¥

values for the films most commonly evaluated in the execution of the

model (unless otherwise specified) are listed in Table 1.

The ¥y

values given in Taeble 1 represent average values obtained with a

Versamat Processor and Number 855 chemicals (Reference 2h).

L5,

output of the Photographic Systems Simulation Model.

Output of model:

FEATIRF
FXPT FNR
h=1,0

FILMN FILTFR (SFC)
2402 12 n,003390
2403 12 n.ND1170
2402 478 01.033594
2403 478 N.N14355
2407 58 0.01R516
2403 58 n.ngon77
2402 25A N.00A357
2403 25A f.Nn185%
2402 3 0.N02653
2403 3 fi.000973
2444C 3 N.006809
2444y 3 N.N2nB9S
2448M 3 n.007187
2443C 3 N.Np6BIS
2443Y 3 0.N033IAY
24434 3 NeNuAa3nt
2443C 12 0.0079%6
2443Y 12 N.0056Nn4
2443M 12 N.004639
2424 12 N.000776
2424 254 6.0008N4
2424 87¢C 0.003701
2424 A9R f.000932
LEGEND
FEATURE PONDERDSA PINE
BACKCROUND PANREROSA P
ATHOSPHERE

ZENTTH ANGLE
NISTANCE TO SFNSOR 1.5

Figure 16.

BACKGROUND
EXPY FOR
D=z1,.0
(SED)

0.001928
0.N00622
0.025463
N,011038
N.N172402
0.006073
0.003210
0.000885
0.001543
0.000531
N.003546
0.,013152
N.004900
0.1i05622
0.902233
0.002199
N.n06800
1.003808
0.002353
0.000717
0.000753
N.003984
N.000990

HEALTHY
INE DISFASFD

FEATURE BACKGROUND

DENSTTY
(nF)

1.,000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1,000000
1.000000
1.0000060
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.063936
1.053038

MIDLATITUNE SUMMER HAZE=-5 KM

3n  DEG.

n KM

Simulation Model
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DENSTTY
(pB)

1.404593
1,356313
1.1985%7
1,148355
1,287157
1.22690%
1,4897:8
1,417%79
1.388644
1.342060
1.565799
1.402102
1,332574
1.127092
1,266872
1.437023
1.100670
1.251794
1,442131
1.069254
1.0%6171
1.000000
1.000000

Figure 16 presents a representative

The legend in

DF-DB

404593
0.356313
0.198597
0.148355
0.287157
0.,226905
N.489718
V.417579
0.380644
0.342060
0.565799
0.4012102
1.332574
0,127092
0.,266872
0.,437023
f.100670
0.251794
N.442131
0,069254
0,056171
0.063936

n,053038.

Representative output of Photographic Systems

o W
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the lower left-hand corner documents the feature, background, atmo-
spheric conditions, solar zenith angle, and sensor altitude. The
first two colurnns specify the various film-filter combinations used
in the execution of the model. The third and fowrth columns present
the calculated exposure times (t) necessary to reach an optical
density of 1.0 above base fog for the feature and the background,
respectively, for the various film-filter combinations. The fifth
end sixth columns present the predicted optical density data for the
feature and the background, respectively. The seventh column pre-
sents the optical density contrast values for the feature and the
background.

46. Perhaps the most important information on the output
printout is that presented in the seventh column, the optical density
contrast for the feature and the background. By scanning this column
the investigator can determine which, if any, of the film-filter com-
binations considered will provide an optical density contrast ade-
guate to allow discrimination between the feature and the background,
and those film-filter combinations best suited for discriminating
between the feature and the background on a spectral or tonal basis.
The adequacy of a film-filter combination is determined by comparing
the predicted optical density contrast (DF - DB) to a threshold value
that defines the minimum contrast necessary for discrimination. The
threshold value varies with the means of examining the imagery. The
human eye, for example, can reliably discriminate between 10 to 15
gray tone levels. Thus, an optical density contrast of 0.30 to 0.20
could be used as a threshold value for the human eye. These values

are obtained by diwiding the gray tone levels (10 and 15) by the
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range of possible optical density values (0.0 to 3.0). The fi'm-
filter combinations having the greatest DF - DB values (and there-
fore the greatest tonal contrast) are the best for the job (given

the conditions represented by the various inputs to the model).

Spatial Component of Model

k7. The spatial component of the Photographic Systems Simu-
le.sion Model compares the minimum dimension of the image of the
feature with the spatial sensitivity of the film in crder to deter-
mine whether or not the feature can be resolved on the film. The
relations presented in paragraph 5, Appendix B, Reference 18, are
used in the model to calculate the minimum dimensions and aresa of the
image of the feature for specified lens focal length and sensor-to-
feature distances. The minimum dimensions and area of the calzulated
image are compared with the diameter and area of the smallest spot
(pixel) that the film can resolve, as calculated from the liue pairs
per millimeter (lpm, see paragraphs 17-20, Appendix A, Reference 18)
values published by the film manufacturer, as follows:
&. The published film lpm value for a target contrast
ratio of 1.6:1 is obtained from the manufacturer. The

13y » values are obtained by visual examination of test

photographs.
b. The pixel radius (rp) is calculated from the relation
- 0.5
Ty = Ipm (6)
¢. The pixel diameter (dp) is calculated from ‘the

relation
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d. The pixel area (Ap) is calculated from the relation

Ap = w(rp)2 (T)

The model then calculates the ratio of the minimum dimension of the
image to the pixel diameter, and the area of the image to the ares of
the pixel. These ratios sre used to assess “he ability of the film
to resolve the feature spatislly for the specified distance and lens
focal length. If both ratios are greater than 1.0, the feature has a
high probability of appearing on the film as a distinct image (assum-

ing that there is sufficient contrast between the feature and its

surroundings). Figure 17 represents curves defining resolvable

20~

ALTITUDE, KILOMETER
S
i

f = lens focal length, meters

0
0 0.5 1.0 1.8 2.0 2.8 30 3.5
RESOLVABLE GROUND DISTANCE, METERS

4.0

Figure 17. Resolvable ground distance as a function of altitude for

Kodak Plus-X Aerographic Film No. 2402

ground distance as a function of altitude for Kodak Plus-X Aerogrephic

film 2402 as compuved using the spatial component of the model.
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Model Limitations

48. The remote sensing simulation model discussed in the pre-
vious paragraphs is a first attempt at simulating the interactions of
the terrain and remote sensors on & systems basis. To arrive at a
usable product within the framework of this study, many simplifying
assumptions were made. As is usually the case, the model can be im-
proved considerably by additional sophistication. For example, there
is a great need to improve the understanding of the basic phenomena
of the reflecticn of EM radiation from terrain materials. To achieve
the necessary or desired understanding would possibly require a major
basic research effort, This was not feasible in the framework of
this study. In the following parasgraphs, an effort will be made to
poi.t out the most obvious weaknesses of the present form of the
model, and to suggest possible avenues for improvement.

Atmospheric considerations

49. LOWTRA. I allows the calculation of curves for radiation
directly transmitted through the atmosphere for standard summer and
winter clear (23-km visibility) and hazy (5-km visibility) conditions.
These curves represent good aand poor conditions for a sunny day;
thus, only the end members are included. LOWITRAN I does provide for
inserting atmospheric data for any conditions as measured; however,
acquisition of the complete set of data required (again only for
sunny days) is an extremely difficult task. The ability to predict
transmission curves for a larger variuvty of atmospheric conditions,
ineluding the effects of cloud cover (partial or full), would signif-

icantly increase the capability of the remote sensing simulation
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model. Also, it would be desireble to simulate intermediate haze
conditions indicative of urban and industrial areas.

Terrain considerations

50. 1In the present form of the model, terrain materials are
assumed to be diffuse reflectors. This is obviously not always the
case. The ability to include both the specular and diffuse components
of reflected radiation would broaden the scope and realism of the
model. However, the advantages of keeping this aspect of the model
simple are assumed to outweigh the increased accuracy, as modeling
the reflectance geometry of environmental features would complicate
the model considerably.

51. Presently, all terrain features are assumed to have uni-
form diffuse surfaces. This assumption limits the accuracy with
which the radiance of the terrain can be described. A technigue for
including the effects of the complex reflectance geometry of some
terrain features (especially vegetation) would enchance the capability
of the model. In addition to reflectance geometry, the effects of
shadows on the resulting image should also be taken into account.

52. The spatial component of the model uses only the minimum
dimensions and the area of a feature to determine its ability Lo be
resolved spatially. The assumption is made that the feature is sur-
rounded by an infinitely large background. Added realism could be
obtained by expanding this component of the model to include the
actual shape of the feature and the surrounding features in the
analysis for spatial discriminastion. 1In addition, the assumptions
made for calculating the diameter and area of a pixel are based on

rimited data. Additional analysis in this area to solidify these
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relations would contribute to the overall authenticity of the model.

Sensor considerations

53. The analysis of the interaction of EM radiation and the
remote sensor relies quite heavily on published spectral sensitivity
curves for the different films. It must be realized that these
curves are only representative or average values for the respective
films. Considerable variation may occur between the published data
and the actual values measured for a particular batch of film. Since
the model is basically used to compare the relative capabilities of
the various films, this may not be of serious consequence. However,
the published data cannot be reliably used for predicting discrete
values of film optical density resulting from a given exposure, In
addition to the varience in the published curves, additional variance
may occur because of the inconsistences in film processing techniques
(i.e. within a single film processing technique).

54, Another consideration is the resolution of the lens and
the depth of focus. Most lenses are more precise when the aperture
is reduced slightly. Thus, the lens should not be used at very low
F-stop settings, unless necessary for proper film exposure, The
depth of focus and the distance from the sensor to the terrain de-
termine the depth of field or the range of distances within which
objects are imaged within the depth of focus of the lens. Since
aerial cameras are normally focused at infinity, the depth of field
defines the altitude at which the sensor can be flown to ensure that
the camera will remain in focus. The greater the F-stop setting
used, the greater will be the depth of focus. Thus, higher F-stop

settings are advantageous for increasing the depth of field. This is
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not « serious problem, however, except for low-altitude photography
missions.

55. The spatial sensitivity of a film can be effectively
reduced in significant proportions by image motion. The usual means
for combating image motion is using short exposure times; however,
this is not always possible. A routine for assessing the degradation
of spatial sensitivity ceused by image motion would be a significant
improvement to the model for evaluating photographic systems used
under conditions where fast shubtter speeds or imaege motion compen-
sation devices cannot be applied. This routine would become a part
of the spatial component of the model.

Summary

56. In the preceding paragraphs a substantial number of limi-
tations of and desirable additions to the simulation model are dis-
cussed. Indeed, it would be desirable to add all of the suggested
improvements; however, there is another aspect to be considered.
With each new capability and with each expansion in the present
capabilities comes an increase in the necessary inputs to the model.
Thus, the model could become very cumbersome, if the additions are
not made carefully. There are many trade-offs to be considered in
this process, and the benefits to be derived from an addition must be

carefully weighed against the price of obtaining those benefits.
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PART III: SIMULATION OF THERMAL IR SENSOR SYSTEMS
Introduction

57. A capebility to simulate the performance of thermsl IR
sensor systems, in the form of two computer models similar in makeup
but differing in output formet, was developed to provide an analytical
means for quickly and easily evaluating and comparing such systems
for specific data acquisition jobs and for optimization of mission
profiles for those jobs. The computer models allow for the system-
atic control of the major variables that affect the character of
thermal IR imagery, including EM radiation sources, atmospheric
attenuation, time of day, season, latitude, sensor altitude, and
sensor characteristics. The models in their present form are capable
of handling thermal IR sensor systems that operate in the 3.0- to
14.0-um wavelength band. These systems comprise those most commonly
available to both the private and Government sectors.

58. The basic concept of the models is an organized and quanti-
totive means for evaluating thermal IR systems for particular data
acquisition jobs by contrasting the magnitude and spectral content of
energy received by the sensor system with the performance charac—
teristics of the sensor system. The ability to quantitatively predict
performance provides the capebilities necessary to quantitatively
plan missions for specified jobs.

59. In the following paragraphs the basic analytical proce-
dures used in the models are presented and discussed, followed by
presentation of the individual capabilities (i.e. the form of the

model outputs) of the individual model forms.
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Analytical Procedures for Simulation

60. The basic analytical framework of the computer models for

Energy Radiated
from Feature

Energy Reflected
from Feature

Energy Reflected
from Background

simulating thermasl IR system performance (essentially identical for

both model forms) is outlined schematically in Figure 18. The models

Atuospheric
Attenuation
Sengor System Sensor System
Characteristics Performance
Atmospheric
Attenuation

Energy Radiated
from Background

Figure 18.

sensor system.

Schematic of Thermal IR Systems Simulation Models

have two basic components, the first concerning the calculation of
the EM energy reaching the sensor system at some prescribed ultitude,

and the second concerning the interaction of the energy with the

The following paragraphs discuss the details of these

model components. Specific details concerning the computer programs

are presented in Appendixes C and D.

Energy reaching

the sensor

61. Computation of the EM energy as a function of wavelength

reaching a sensor at an altitude, R , is accomplished in three

steps: computation of energy radiated from the terrain, computetion

of energy reflected from the terrain, and computation of the total

energy reaching the sensor, The following paragraphs discuss these

steps in detail.
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62. Energy radiated from the terrain: The EM energy (radiant

emittance) as a function of wavelength radizted from terrain mate-

rials is computed using the following version of Planck's Law:

-5
_ exclx
W, = G,/ ) (8)
[ 2™ 4]

vhere

W, = radient emittance at wavelength A(W em™2)
€ = emissivity of terrain materials at wavelength A
C, = constant (3.Th x 0% W umh cem2)

e = base to natural logarithm
C, = constant (14,388 um K)
T = absolute temperature of terrain materials (K)

63. In the execution of the models, values for WA are com-
puted at wavelength intervals equivalent to 50 cm_l wave number
(where wave nunber is defined by the relation lO—h times wavelength
in micrometers and expressed in units of cm—l) for a feature and the
background (the feature is assumed to be uniformly surrounded by the
background) over the wavelength band of interest. The feature and
the background are defined by their respective temperatures and
emissivities. Emissivity mey be considered a constant over a given
wavelength band or a variable with wavelength. By specifying A
bounds, any portion of the 3.0- to 14.0-um wavelength band can be

isolated for individual considersation.

6li. Energy reflected from the terrain: The sun is considered

the basic source of EM radiation reflected from the terrain surface.
The curve in Figure 3, which shows the solar irradience as a function
of wavelength above the earth's atmosphere, is used in the model to
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define the sun. The amount of solar energy that reaches the terrain
surface is computed (as in the Photographic Systems Simulation Model)
by using an atmospheric transmission curve that, for a specified
combination of season, haze, and solar zenith angle, defines the
percentage of incident IM energy that is transmitted directly through
the atmosphere to the terrain surface (i.e. as a function of wave-
length). The atmospheric transmission curves are computed with the
model LOWTRAN I as previously described in the discussion of the
Photographic Systems Simulation Model (see Part II). The atmospheric
transmission curves currently on file in the computer for use in
execution of the Thermal TR Systems Simulation Models are the same as
those used for the Photogrephic Systems Simuletion Model and are
presented in Reference 18.

65. Combining the solar irradiance curve (Figure 3) and a se-
lected stmospheric transmission curve (such as that presented in
Figure 5 on a wavelength-by-wavelength basis results in computation
of the solar energy reaching the terrain surface. The value of the
energy reaching the terrain surface is modified by the cosine of the
solar zenith angle (or the effective sun angle) if slope, zenith, end
solar ezimuth are considered as was discussed previously to account
for the effect of the angular relation between the impinging solar
energy and the terrain surface. This correction is considered to be
a constant for all wavelengths,

66. The energy as a function of wavelength reflected from the
terrain is computed by combining, wavelength by wavelength, the
values representing the solar energy impinging on the terrain and the

values for the spectrel reflectance of the terrein materials of
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interest (feature and background). The spectral reflectance values
define the percentage of the incident EM radiation that is reflected
(for any given wavelength) by the feature and the background. The
end result is curves defining the solar energy (in units of W cm"2
umfl) reflected from the feature and the background terrain materials
for the specified aimospheric conditions (season, haze, zenith angle)
and terrain surface geometry with respect to the incident radiation.

67. Since in most instances the sun is only of concern as a
source during daylight hours and the solar energy available is con-
fined to the 3.0- to 5.0~um band (i.e. within the 3.0- to 14.0-um
band), the inclusion of the computation of reflected energy is an
option within the Thermal IR Systems Simuwlation Model. It need only
be executed if the investigator is interested in the daytime per-
formance of sensor systems operating part.ally or wholly in the 3.0~
to 5.5-um band, or in special cases for the 8- to 1l4-um band.

68. Total energy reaching o € EeLE0T Additivn yon a

.
.
K rmmman ot

wavelength-by-wavelength basi * f % M enerpy ~alisted Wy the
terrain materials of interest (*.a’a-2 &:d ™reikgrownd) and the energy
reflected from the terrain mm. ... "+ 1! «=p” "~ ble) rese’ts in the
total EM energy coming from the terrsu.: ..c¢vuce (a3 & function of
wavelength). Computation of the total EM energy as a function of
wavelength reaching the thermal IR sensor system is accomplished by
applying an atmospheric transmission curve (from LOWTRAN I) that
defines the percentage of the energy coming from the terrain as a
function of wavelength that is transmitted through the atmosphere
from the terrain to the altitude at which the sensor is located. The

atmospheric transmission curves used assume a vertical path through
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the etmosphere for specified season, atmospheric haze, and sensor
altitude combinations. The curves available for execution in the
model are the same as those used in the Photographic Systems Simula-
tion Model sxnd are presented in Reference 18,

69. The products of this component of the Thermal IR Systems

2 ~1
um ) as a

Simulation Model are curves defining the energy (W cm™
function of wavelength reaching the thermal IR sensor system at an
altitude, R , from the feature and the background of interest and
for & specified combination of season, atmospheric haze, solar zenith
angle, and relative orientation between the terrsin and incident
solar energy (if pertinent). The basic information needed to execute
this component of the model (i.e. unless an atmospheric transmission
curve is desired other than those provided on file for ready access)
consists of temperature and emissivity values for the feature and the
background terrain meterials, and if the performance of sensors
operating in the 3.0- to 5.5-um wavelength band during daylight hours
is to be considered, the spectral reflectance character of the

feature and the background.

Internction of EM energy and he sensor system

TO0. Calculation of the interaction of the EM energy reaching
the sensor system and the sensor system is handled in three steps
that result in the prediction of the capability of the sensor system
to discriminate between the feature and the background (i.e. given
the previously assumed atmospheric conditions). The three steps
(calculation of the energy impinging on the detector, calculation of
the detector output voltage, and calculation of sensor system noise)

and the procedures for predicting sensor performance capabilities are
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discussed in the following paragraphs. The techniques used were
selected to present a simple, yet fairly comprehensive, representa-
tion of the actunl interactions. It should be emphasized that the
resulting product is essentially a signal-to-noise ratio that simply
designates whether the difference in the signals resulting from the
feature and the background is greater or less than the noise (volt-
age) signal of the sensor system. The occurrence of a signal-to-noise
retio greater than 1.0 indicates the potential for detecting a
difference between the sensor output for the feature and that for the
background. It does not address the question of detection (i.e.
recognition of an ancmaly in the sensor output caused by the feature)
versus recognition (i.e. identification of the exact character of the
feature). The detection-recognition problem* is complicated by the
response and recognition capabilities of the instrument (such as the
eye) used to view or analyze the sensor output and is beyond the
scope of this modeling effort.

TL. Energy impinging on the detector: The energy impinging on

the detector of the sensor system is computed by considering the
energy as a function of wavelength reaching the sensor system (as
calculated in the first component of the model), the spatial resolu~
tion of the sensor system, and the character of the sensor optics.

Specifically, the calculation is made as follows:

_ 2 {0.180MR
Wyp = Wyg X 7 ten (————-——2“ > x AA (9)

¥ Empirical studies concerning this problem are being conducted at
the U. 8. Army Night Vision Laboratories, Fort Belvoir, Virginia.
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wherc

WAD = EM radiation as & function of wavelergth impinging on the

sensor detector, W T

WAS = EM energy as a function of wavelength reaching the remote

-2 =1
sensor, Wecm ~ um

MR

sensor system spatial resolution, mrad

AA

ares of sensor optical aperture, cm2

The term = tan2 (9:&%%@&) takes into account the cone of energy
viewed by the sensor at any given time (i.e. the instantaneous field
of view of the sensor system). The "AA" value defines the effective
area of sensor optics for collecting incoming radiation and chan-
neling it to the detector. The value of AA is usually fixed with
the sensor system design and is a basic descriptor of the optics of
the scanner system. The overall result is the watts (power) as a

function of wavelength impinging on the detector.

T2. Detector output voltage: The power incident, on the de-

tector is converted to an electrical voltage by photovoltaic, photo-
conductive, or photoelectromagnetic processes (depending on the type
of detector used). In the model the spectral response characteris-
tics of the detector are defined by a relative response curve, such
as those shown in Figure 19, and a peek response value, R

Amex °
which defines the voltage output of the detector per unit power input

(watts) at the wavelength of peak detector response. The relative re-

sponse curve and the Rxmax value (both available from manufacturers

literature) are combined to generate a response curve for the detector

that defines (as a function of wavelength) the voltage output of the

detector per watt of incideut power. For example, if the relative
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Figure 19. Relative response curves for mercury-cadmium-telluride

(a) and indir i~antimoside (b) detectors operating in the 8~ to 1l-
and 3- to 5.5-um wavelength bands, respectively

response curve shown in Figure 19 for the HgCdTe detector is coupled
with an kaax value of 1000 v/w, the result is the detector response
curve shown in Figure 20, Combining the relative response curve and
the curve defining the power as a function of wavelength, incident on

the detector S and integrating results in computation of the

AD

output voltage of the detector. The specific form of the equation is

as follows:
A2
Vn=f R,8, 42 (10)
Al
where
VD = output voltage of the detector, v
RA = response of detector as a function of wavelength,

v/w"'l (this variable is a function of detector area)
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Figure 20. Detector response curve for mercury-cadmium-
telluride detector having a peak response of 1000 volts/
watt

T3. In the execution of the model, the detector voltage output
is computed for the feature (VDF) and the background (VDB) individ-
ually. These voltage values are used to determine the sensor sys-
tem's capability for discriminating between the feature and the
background. The discrimination capability evaluation is also based
on the sensor noise voltage, which is discussed in the following
paragraph.

Th. Sensor system noise: Sensor system noise voltage is

computed based on the detector noise voltage. The first step in-
volves computing the detector noise voltage, which is a function of

the detector "noise voltage index" and the electrical bandwidth of

the sensor system as follows:

DNV = NVI’(AF)l/2 (11)
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where
5 DNV = detector noise voltage, v
NVI = detector noise voltage index, v-Hz"l/2
AF = electrical bandwidth of sensor system, Hz
The noise

voltage index is a published value for the detector. For

example, Barnes Engineering, Incorporated, publishes a noise voltage

for their lead-tin telluride (Pb-Sn-

I

1

%

l

i

]

!

b 1/2

’s value of 900 x 10™2 v-Hz™

k Te) infrared detector (Series A-500 photoconductive crystal) for an

‘ operating temperature of 7T K and a background temperature of 300 K.
The noise voltage index value is a function of the detector charac-

}
i teristics and the environment within which it is placed (i.e. the

d sources of IR radiation, internal detector noise, etc.) and other
L&
] factors; thus, it represents a gross or simplified parsmeter for de~
‘ tector noise.

The electrical bandwidth is a function of the sensor
system design.

1.25 x 106 Hz

It is assumed to be a value of approximately

for sensor systems designed for operation of high-

6

performance aircraft and 0.30 X 10" Hz for sensor systems designed

for operation in slower aircraft.* The total sensor system noise

follows:

‘ (VN) is assumed to be 1.5 times the detector noise voltuge¥* as

! Vy = 1.5 DNV (12)
‘ -

!
!

T75. System performance evaluation:

System performance evalua-

tion concerns the ability of a sensor system to detect a meaningful

change in terrain conditions through a recognizable or detectable

% Conversations with HRB Singer personnel, State College, Pennsyl-
vania, and with detector manufacturers and IR system designers,
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change in the output signal of the sensor system. Within the frame-
work of this work, the evaluation is based on the comparison of the
sensor output voltage for adjacent pixels (i.e. the areas on the
ground represented by adjacent pixels) and the sensor system noise
voltege. For an individual pixel (i.e. the area on the ground viewed
instantaneously by the sensor - a function of sensor system spatial
resolution and sensor altitude), three conditions are possible: the
area on the ground covered by the pixel can be comprised totally of
the background, totally of the feature, or of a portion of each. The
voltage output of the sensor system for a given pixel will, of course,
be dependent upon which of the three conditions exist.

76. The simplest case for evaluation of sensor performance
occurs when one pixel is considered to be comprised completely of the
background and the second completely of the feature. The evaluation
is accomplished by compering the difference between the detector
output voltages computed for the feature and the background with the

computed sensor system noise voltage as follows:

v, ='r VB (13)
Vy
where
VR = voltage ratio
VF = computed detector output voltage for the feature, v
VB = computed detector output voltage for the background, v
V. =

N computed sensor system noise voltage, v
T7T. If the value of the voitage ratio (VP) is greater than 1.0
the difference in sensor system responses for the feature and the

bactground is sufficiently large to theoretically allow discrimination
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between the pixel comprised of the background and the pixel comprised

of the feature. Of course, the larger the value of VR s

is the potential for actually being able to distinguish between the

the greater

pixels on the final output product of the sensor system (e.g. mag-
netic tape, imagery).

78. The evaluation procedure becomes more complicateu if one
of the pixels to be considered is comprised of portions of both the
feature and the background.

79. Figure 21 illustrates situations wherein the feature area

BACKGROUND - _—
— P FEATURE
‘ -
/] P

’,/’
—
\ BACKGROUND L/

a. b.
Figure 21. Illustration of situations where the feature area
is less than the pixel area (a) and where the boundary between
the feature and background occurs within individual pixels (b)
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is less than the ground area covered by the pixel (a) and the boundary
between feature and background occurs within the ground ares covered
by the pixel (b). Obviously, a multitude of other situations (i.e.
in addition to those illustrated in Figure 21) are possible. For

the purposes of this model, the evaluation of system performance is
limited to comparing the sensor response (output voltage) for a pixel
comprised entirely of the background to that of a pixel comprised of
portions of both the feature and the background, and on the basis of
the simple ratio of the ground area of the pixel to the ares of the
feature within the bounds of the pixel. If the feature is entirely
within the ground area of the pixel, the parameier FARFAR is calcu-

lated as follows:

¥ (1k)

PARFAR = 26
where
PARFAR = proportion of the ground areas of the pixel comprised

of the feature

aresa of the feature, m2

A

APG = ground area of pixel, m2

The value of APG is computed by the following relation:

A

APG = 7R® tan® (9-‘—1—2%@) (15)

where the R represents sensor height above the ground and the other
parameéers are defined as previously discussed in paragraph Ti., If
the ratio of Ap ‘to APG (PARFAR) is greater than 1.0, it is
assumed to be 1.0, That is, the pixel is considered to be comprised

entirely of the feature (the simple case previously described in

5k
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paragraph Tl). If this procedure is not acceptable for the situation
of interest, an appropriate value for PARFAR can be entered to over-
ride that computed by the ratio.

80. Calculation of PARFAR is followed by calculation of the
parsmeter PARBAR (the proportion of the pixel area comprised of the

background) by the following relation:

PARBAR = 1.0 - PARFAR

e e e

The values of PARFAR and PARBAR are used to calculate the detector
output voltage (i.e. for the pixel comprised of a portion of both the

feature and the background) in the following manner:

VFB = PARFAR (VF) + PARBAR (VB)

h>~. =

where VFB is the detector output voltage for the pixel.. The value

3 93 Qe
of VFB is used to compute VR as follows:

V. -V
v, =1 F¥B__ Bl (16)
R VN

Thus, the value of VR is the evaluation parameter in all cases., If
VR is greater than 1.0, it is theoretically possible to detect the

feature from the background for the sensor, atmosphere, and terrain

conditions specified by the values of the inputs to the models.

Presentation of Model Forms and Their Outputs

81. As mentioned in parasgraph 57 two computer models for
; simulation of the performance of thermal IR sensors were developed.
The models have identical analytical frameworks with the same com-

putational routines. They differ slightly in the input data
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required, the general execution of the computations, and the type of
informetion output. For the purposes of this discussion, the model

forms will be designated as the "Specific" and "General" Thermal IR

Systems Simulation Models, respectively. The following paragrephs

briefly discuss these models and present their outputs. The computer
programs for the specific and general models are presented in detail
in Appendices C and D, respectively.

Specific performance model

82, The Specific Thermal IR Systems Simulation Model was
designed to provide a means of evaluating the capabilities of a

specific sensor system for discriminating between a feature (defined

by values of T , € , and ground area) and a background (defined by

values of T and ¢ ) for specified atmospheric conditions and

sensor altitude. The major sensor, atmosphere, and terrain descriptor

inputs are as tollows (see Appendix C for details):

Sensor

Response curve

Peak response

Area of aperture

Detector noise voltage index
Electrical bandwidth
Wavelength band

Spatial resolution

Altitude

Atmosphere

Season

Latitude

Haze

Solar zenith angle¥®

¥ Necessary only when considering daytime flights.
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Terrain

Feature temperature
Feature emissivity
Feature ares
Background temperature
Background emissivity
Feature reflectance®
Background reflectance¥

Using the anslybical computations described in the previous sections
of this part of the report (paragraphs 61 to 80), the voltage output
of the detector for ihe feature (i.e. Vp if the feature area is

larger than the ground aree of the pixel and VFB if not, as dis-

cussed in paragraph 80), the voltage output of the detector for the
background (VB), the sensor noise voltage (VN), and ‘the voltaege ratio
(VR) are computed arnd output as shown in Table 2, the output format
for this model form., The value of VR

of the sensor system to discriminate vetween the feature snd the

is used to specify the ability

background for the specified conditions. If VR is gregber than
1.0, the sensor system as described can potentially discriminate
between the feature and the background (for the terrain and atmo-
spheric conditions specified). If ¥y is less than 1.0 (or equal),
the sensor noise voltage exceeds the difference in the output volt-
ages for the feature and the background and discrimination is net
possible. It should be emphasized at this point that the model
predictions represent the best possible (i.e. theoretical limit)
sensor performance under specified conditions. The means of record-

ing the sensor output (i.e. digital or analog magnetic tepe, film,

ete.) cen strongly influence the performance of the system and must

* Necessary only when considering daytime flights.
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be considered on an individual basis. Guidance concerning this

problem is provided in Part V of this report.

’

General performance model

83. The General Thermal IR Systems Simulation Model was de-
signed to provide sensor performence information over a broad range
of terrain material temperature and emissivity values. The informe-
tion provided in the model output is, by necessity, less specific
than that provided by the "Specific" Model form; however, it is for a
wider variety of applications. The necessary model inputs describing
sensor, atmosphere, and terrain conditions are as follows (see
Appendix D for details):

Sensor

Response curve

Peak response

Area of aperture

Detector noise voltaege index
Electrical bandwidth
Wavelength band

Spatial resolution

Altitude

Atmosphere

Season
Latitude
Haze

Terrain

Emiss rity
84, A review of psragraph 82 will show that only the terrain
descriptor inputs differ from the inputs for the Specific Model form.
In the General Model form a single emissivity veiue is used for all
computations. This does not restrict uvse of the model output to the
condition where EF = eB , as will be discussed later; it simply

makes the computational routines in the computer program much simpler.

58




e -

s

i

85. In the execution of the model (given & specified ¢ value,
sengor charscteristics, and atmospheric conditions), the value for the
minimue temperature difference detectable by the sensor system is com-
puted as a function of background temperature. This is accomplished
essentially by assigning a value to the feature temperature and then
varying the background tempersture (i.e. from the assigned feature
temperature) until the value of VR is greater than 1.0 (using the
analytical reletions described in paragraphs 61 to 76). By system~-
atically varying the feature temperature over a broad range (e.g. 200
to 400 K), the model computes the minimum resolvable temperature
differences for the spectrum of background temperatures. It should
be noted that the feature area is not considered in the computations;
thus, the assumption is made that the feature area is greater than
the ground ares of the pixel (i.e. given the sensor spatial
resolution).

86. The basic output of the model is a tabular listing of the
minimum resolvable temperature differences for a spectrum of back-
ground temperature values (for the specified conditions). Table 3
presents a sample output for sensor characteristics, atmospheric
conditions, and emissivity as specified in the legend included in the
table. To generate these data the feature temperature was initially
assigned a value of 200 K and increased by 20 K increments to a
meximum value of 400 K. The sensor characteristics used are, approx-
imately, those of the HRB Singer Reconofax XIII A scanner system.

The published (Reference 25) temperature resolution value for this
sensor is 0.2 K for a blackbody radiator (e = 1.0) at a temperature

of spproximately 300 K and a sensor spatial resolution of
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PRI g vt e,




s

Ko

1.0 milliraedian., The corresponding value predicted* with the General
Model form was 0.20°C, which is identical to the published value.

87. 1In any given wavelength band (e.g. 3- to 3.5-um or 8- to
1l-pm), thermal IR sensor performance can be defined by a single
parameter, apparent temperature, which combines € and T . The
apparent temperature, Tapp , of o material is the temperature of a
blackbody that would radiate, within a given wavelength band, the
same emount of EM energy as the material (i.e. the ma“erial having a
specified temperature, T , and emissivity, €). The relation be-
tween absolute and apperent temperaturt« for a specified wavelength

band can be described as follows:

_ 1
Tapp Tl A\ 1n € (a7)
T C2 1ln (AQ/Al)
where

Tapp = apparent temperature, K
T = absolute temperature, K
AX = A2 - Al
€ = emissivity
C, = 14,388 um K
A, = upper (Longer) wavelength limit of band, um
Al = Jower (shorter) wavelength limit of band, um

This relation is derived and presented in Appendix E, along with
grephics relating T and Tapp for the 3~ to 5.5-um and 8- to 1lb-um

bands (Figures ELl and E2, respectively).

¥ Atmospheric effects were ignored in this computation to meke the
model prediction compatible with the cc utations used to arrive at
the published value.
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88. Using the graphics (i.e. or others like them) presented in
Figures El and E2 and the output of the General Model form (A'l‘min
versus T) it is feasible to examine the performance of & given sensor
system for any feature background combination of temperatures and
emissivities. Since apparent temperature is defined as a blackbody
\ temperature (with ¢ given as 1.0), the output of the General Model
form can be interpreted to be the minimum resolvable apparent tempera-
ture difference as a function of the apparent temperature of the
background. Thus, if the temperature and emissivity values for the
feature and the background are transformed to apparent temperature,
using graphics such as those in Figures El and E2 or using equation
E3, it is possible to evaluate a particular sensor system for its
\ ability to delineate a "Specific" feature-background situation as
accomplished with the Specific Model form. The difference in the
apparent temperatures of the feature and the background can be com-~
pared to the AThin value (computed from the General Model form) au
the apparent temperature of the feature. If the difference in the
apparent temperatures of the feature and the background exceeds the
1 value of ATmin , the sensor system can theoretically detect the

feature from the background.
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PART IV: PLANNING TOOLS FOR PHOTOGRAPHIC MISSIONS

Introduction

89. Remote sensors, particularly airborne sensors, have been
shown to be a most effective means for acquiring environmental data
over large areas (Reference 1). Although remote sensing techniques
can by no means supply all of the data necessary for the hydrologic
evaluation of an area, they can provide a very efficient and cost-
effective means for acquiring a wide variety of pertinent information.

"can provide" must be emphasized in that planning a success-

The phrase
ful multipurpose remote sensor data acquisition program is not a
simple task.

90. Successful application of remote sensing to data acquisi-

tion requires that the following six steps be implemented:

a&. DProblem specification

b. Acquisition of ground control data
c. Remote sensor data acquisition

d. Data manipulation

e. Information extraction

f£. Information presentation

Problem specification

Gl. Problem specification consists of defining the problem to
be solved, specifying the types of data that are necessary to solve
it, and determining the applicability of remote sensing techniques
for supplying any or all of the necessary data. In general, this
usually means that some kind of st . for solving the problem must

be visualized. The scheme, or model, of the phenomena should contain
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a careful statement of the objective and an equally careful identifi-
cation of each step in the information flow from present state of the
art to final solution. Such schemes allow rational specification of
data requirements for the solution of the problem. Determining the
 pplicability of remote sensing techniques for acquisition of the
specified data requires a similar understanding of the phenomena that
affect remote sensor deta acquisition.

Acquisiticn of ground control dats

92. Acquisition of ground control data consists of obtaining
information necessary for accurate interpretation of remotely sensed
data and possible specification of the remote sensing techniques best
suited for the problem. This may mean determination of how the
factors of interest are related on the ground in selected locations
to serve as a basis for interpreting those relations over the entire
time and region of interest. In addition, it may also consist of
acquiring basic information concerning the reflectance properties of
terrain materials ox other such information that could be used in an
analytical scheme (model) to specify a favorable data acquisition
mission profile to enhance the data obtained.

Remote sensor data acquisition

93. Remote sensor data acquisition consists of the actual
process of sensing and recording data on the region of interest at
the time of interest. Integrated in this process is the design of
the data acquisition mission, which consists of the specification of
such things as flight time, altitude, sensor type, and sensor adjust-
ments (e.g. exposure times and F-stop settings for aerial cameras).

These parameters must be carefully matched to the problem at hand;
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and considering the almost infinite number of possible combinations
of data requirements, micsion profiles, and remote sensing systems,
it is essential that the mission be designed in as rational and
quantitative a way as possible. This is especially important in the
case of a multipurpose (i.e. for a variety of data types) data ac-
quisition mission.

Data manipulation

94, Data manipulation consists of putting the informetion ob-
tained by the remote sensor system into a form suitsble for analysis
or interpretavion. Remotely sensed data as recorded by the sensor
are seldom in the best form for dats extraction, particularly data
recorded on magnetic tape. Some information ney be directly obtainable
from the data by measurement or interpretative techniques, but other
types of information may require application of geometric rectification
algorithms or imege enhancement techniques before a meaningful analysis

can be made.

Information extraction

95. Information extraction is the actual analysis or interpre-
tation of the remotely sensed data to obtain the needed information.
This step mey be, and many times is, closely associated and inte-
grated with the data menipulation. The information extraction can be
in the form of a rigid mathematical process, such as density slicing
and spectrum matching, or it can be achieved by essentially subjec~
tive procedures, such as classical photo interpretation. If the
desired 3lata consist of things inherent in the tree-~dimensional

geometry of the landscape, information extraction can be achieved by
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photogrammebdric processes. Usually all three processes are required

in a multipurpose program.

Information presentation

96. Information presentation consists of putting the extracted
data into a form in which it can be used to assist in solving the
problem(s) at hand. The most useful form for a particular set of
data depends, of course, on how those data are to be applied to the
solution of a problem. Topographic date, for example, can assume the
form of contour maps, cross sections. pseudo-three~dimensional images,
etec., the most appropriate form varying as the intended use of the

data varies.

Summary

97. The implementation of the previously discussed steps is
considerably more complicated for a mulbtipurpose data ascquisition

program than for acquiring date of a specific type because a greater

number of parameters must be considered. In either case, effective

implementation of these procedures demands a rational, analytical
procedure for mission planning (evaluating the use of remote sensing
technignes for acquisition of specific data types and for detailed
planning of the data acquisition mission vo ensure its success). The
following paragraphs present and discuss basic analytical mission
planning tools. Use of the computerized Photographic Systems Simu~
lation Model for mission planning is first presented followed by the
formulation of a graphical (nomogram) version of the computer model
prediction capability and illustration of its use. These tools and a

number of associated capabilities provide a quantitative mission

planning capability previously unavailable. The procedures presented
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herein are by no means comprehkensive; however, they provide a signif-
icant advancement in the ability to answer critical questions for

mission planning.

Model Application in Photographic Mission Planning

Genersal

98. Within the remote sensing data acquisition and interprete-
tion scheme presented in the previous paragraphs, the Photographic
Systems Simulation Model can be apnlied effectively in two of the six
steps: problem specification and remote sensor data acquisition (in
a way that can be collectively termed mission planning). A major
consideration in the problem specification step is the identification
of those factors that will cause a visible change in the imagery (or
some measurable change in any remotely sensed data) and those factors
for which changes must be inferred from other changes visible on the
imagery. Since the Photographic Systems Simulation Model calculates
the contrast that will occur on a photographic image (between two
features or conditions of interest) as a function of material reflec-
tance properties (as related to physical properties) for a given
mission profile, the model can be directly applied to this problem.

99. For a specific problem (requiring a single *type of data),
appropriate reflectance data for the two features or conditions of a
single feature can be input to the model and the contrast predicted
for a number of film-filter combinations. These predicted velues can
be used directly to determine if the change in feature or conditions
will be detectable directly on the imagery.

100. For a multipurpose data acquisition program, the model
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can be applied to each individual data type required and the results
combined to determine, overall, those data types whose variations
would be directly observable on remote imagery. For those items not
directly visible on the imagery, additional analysis must be made.
First, the investigator must relate the changes in these data types
to physical changes in other features. This can be accomplished only
by one knowledgeable in the interrelations of the surface and near-
surface terrain materials. Once these relations have been defined,
the model can be applied to determine if variations in the "indi-
cator" feature(s) can be directly observed on remote imagery.

101. The application of the Photographic Systems Simulation
Model to the remote sensing deata acquisition step involves the plan-
ning or design of the mission profile. This entails selection of the
best sensor (film-filter combination) for the job and specification
of acceptable mission profile parameters, such as sensor altitude,
acceptable atmospheric conditiong, acceptable solar zenith (time of
day for a particular season at a particular location), and optimum
sensor adjustments or cslibration for the problem st hand.

102. The use of the model for specifying the best or most
acceptable film-filter combinations for & specific purpose from a
number of selected combinations is simply a matter of executing the
model with the appropriate reflectance deta. Application of the
model for a multipurpose data acquisition program would entail re-
peated use of the model and an analysis of the results to determine a
single or minimum number of film-filter combinations that would be
adequate for acquiring the necessary data. However, the specified

"pest" sensor system may and probably will .very for each required
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dats type. In this case, the film-filter combinations deemed ade-

quate for each data type can be compared, and a selection of the
sensor system(s) can be made for the data acquisition mission based
on those film-filter combinations shown to be adequate for the
largest number of the individual data types. Another alternative
consists of flying several missions using different sensors, or if
possible, one mission with multispectral capability.

103. Specification of acceptable mission profile parameters
requires examination of the effects of variations of these parameters
on the informationsal content of the remote imagery. This means that
the effects of variations in sensor altitude, atmospheric haze con-
ditions, solar zenith angle, and sensor adjustments must be examined
in an orderly fashion %o determine those conditions most conducive to
a successful data acquisition mission. Since the Photographic Syc-
tems Simulation Model. allows for the systematic control of these
variables, it can be used to examine the effects of their varis "~=
on the contrast between the images of sgpecific features as ¢ af
with a specified sengor or sensor package.

104, Specifically, the model can be used to predic .
trast between the images of specific features or feature conaa ..
at various altitudes, for different atmospheric haze conditions, f
different solar zenith angles, and for various sensor adjustments
(e.g. F~stop). The predicted contrast values are then used to exam—-
ine the effect of each mission parameter on the contrast. If, for
example, an increase in altitude decreases the contrast signifi-
cantly, or below an acceptable level, the altitude at which the

mission is flown must be tailored to prevent a significant loss in
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contrast. Predictions at a number of altitudes would allow speci-
fication of the maximum acceptable altitude on a spectral basis. On
the other hand, if an increase in altitude does not affect the image
contrast, the mission flight altitude can be selected on the basis of
scale factors alone, using the spatial component of the model.
105. In the anslysis of the predicted contrast values, it is
necessary to examine combined effects of parameters in addition to
individual parameter effects. For example, the effect of variations
in atomspheric haze should be investigated for various sensor alti-
tudes, because a change in haze conditions may not cause a signifi-
cant change in contrast on images obtaired at low altitudes, but may,
indeed, create an undesirably large contrast change (decrease) for
images obtained at reletively high altitudes. Similar analogies can :
be drawn for the other mission parameters. The increase in solar ’
zenith angle, for example, will effectively magnify atmospheric
attenuation. Similarly, variations in altitude, atmosvheric haze,
and solar zenith angle affect the optimum values for camera adjust-
ments such as F-stop and exposure time.

Illustration problem

106. General: Perhaps the most effective means for illus- é
trating the use of the model is by applying it to a hypothetical, yet ;
realistic, problem. In the following example, a hydrologic-related
data acquisition problem concerning the mapping of soil conditions in :
8 watershed (perhaps as input for computing infiltration losses) is %
hypothesized, and the model is applied to obtain information. re- ' }i
garding the following questions: i

2. Ate photographic remote sensing techniques capable of E
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providing the necessary data?

b. What are the optimum film-filter combinations for
data acquisition?

¢. What are the mission profile constraints regarding
atmospheric conditions, altitude, ete.?

107. The first question concerns the amount of contrast that
wil® occur on an image obtained under specified conditions. The
contrast must be of sufficient magnitude that the feature and the
background (second feature) can be distinguished on the imagery
either by eyz2 or by an automated optical device, such as a scanning
microdensitometer. In this case we are concerned with the contrast
between soil types.

108. The second question conceérns the relative magnitudes of
the contrasts in optical density that will occur on images obtained
using various film-filter combinations. The film-filter combination
that provides the maximum optical density contrast would be the
optimum system for acquisition of data concerning the particular
feature and background. This, of course, is a function of other
factors such as altitude and atmospheric haze conditions.

109. The third question concerns the effects of altitude,
atmospheric haze conditions, solar zenith angle, sensor characteristics,
ete., on the magnitude of the contrast between optical density of the
feature and that of the background, or between two features. If
atmospheric haze conditions have a very great effect on the resulting
optical density contrast on the imagery, it may be necegsary to
obtain imagery only in very clear atidspheric conditions to ensure

acquisition of the desired data. At times the size of a feature may
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create a constraint on altitude of the sensor in that it is necessary

to have imagery at a scale thet will allow recognition of a particular

feature from among neighboring features. In addition, because of

increr ~A atmospheric attenuation with higher altitudes (i.e. a
longer path for the EM radiation to traverse), the altitude at which
& successful mission can be flown may vary to some degree with atmos-
pher%? conditions.

110. The soil mapping problem presented herein is idealized in
that the obscuring effects of vegetation are not considered. 1In
addition, the ability to interpret soil type by topographic or land-
form conditions, is not considered. For simplicity, two soil types
(silt and clay) at three moisture contents (10, 20, and 30 percent)

were selected for this illustration. The soils data presented herein

should be considered representative only for the specific soil for-
mations from which the reflectance data were derived and shculd not
be considered as representative of other soil formations having
similar physical properties. The applicability of photographic
systems to this problem concerns primarily the contrast in optical
density of the resulting images of adjacent soil areas. There is not
a direct image scale requirement, except that the imagery scale must
be sufficient to obtain the desired accuracy for the soil boundaries -
and, for identification of isolated patches that differ from the
surrounding soil. Since the contrast in the optical densities for

the soils may vary with soil moisture conditions, a mission constraint
concerning antecedent soil moisture conditions may be pertinent: For
example, if two soils can be bhesgt distinguished from each other when

Hhey are relavively dfy, the acquisition of imagédry in wet conditions
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(e.g. just after a rain) may seriously affect the usefulness of the
imagery.

111. Model application: For the purposes of this study the

film-filter combinations shown in Table 4 were considered. These
films and filters représent those most commonly used for conventional
aerial photographic surveys. The spectral sensitivity curves and
gamma values for the films were obtained from Reference 24, and the
filter transmission curves were obtained from Reference 23. The lens
transmission curve used is shown in Figure 13.

112. The Photographic Systems Simulation Model is capsble of
predicting feature and background image optical density values for a
variety of atmospheric conditions, solar zeaith angles, sensor alti-
tudes, etc. To keep the illusération at a reasonably simple level,
however, only a timited number of such combinations were used. Both
the 23~ ard »-km-visibility haze models were used with the mid-latitude
summey 8hvwsphere model. The 23-km-visibility model represents nesrly
optimua conditions for transmittance of EM radiation; the S5~km-
visibil.!ly model represents somewhat merginal conditions.

1X3. A soler zenith angle of 30 deg was used for all predictions
made iu This application of the model. This value was chosen to
represent an average wvslue for solar zenith angles occurring for the
time period of 2 hr bef 're and after local apparent noon for the
sumner months in the comtiguous United States,

114, For this study., the remote sensor was considered to be at
altitudes of 1.5 and 6.0 ki, These altitudes represent the lower and
upper bounds, respectively, for most converitionel aserial photography

surveys conducted with e lens with a 15.2«am focal Jength sud s
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22.5~ by 22.5-cm film format. With the lens-film format above, the
scale of the photography obtained at 1.5 and 6.0 km is about 1:10,000
and 1:40,000, respectively. The spectral reflectance curves for the
soils are presented in Figures 22a and 22b for silt and clay, re-
spectively (from Reference 26). The reflectance curves represent only
those samples from which they were obtained. The curves for silt, for
example, cannot be used to represent all silts, but merely the partic-
ular series from which the sample was obtained. The spectral reflec-
tance curves were placed on file in the computer for subsequent use in
the execution of the model.

115. Results. The F-stop value (assumed to be 5.6) and the
curves for spectral reflectance, transmission, spectral sensitivity
for the selected films, and lens and filter transmission curves were
used in the model to predict optical density values for specified
feature and background pairs for sensor altitudes of 1.5 and 6.0 km
and atmotpheric haze conditions of 23- and S5-km visibility. The
feature and background pasirs for the soils problem were as follows:

a. Foature: silt, 10 pe. sent moisture content
Background: clay, 10 percent moisture content

b. Feature: silt, 20 percent moisture content
Background: ¢lay, 20 percent moisture content

Feature: silt, 30 percent moisture content

§0

Background: clay, 30 percent moisture content
116. The optical density contrast predictions for the above
feature~background combinations are presented in Tables 3 to 31. The
data in the tables are the output 6f the model as previously presented

and described in Figure 16 and paragraph 50.
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117. In the following paragraphe the predicted optical density
values are evaluated with respect to a threshold optical density con-
trast value of 0.20. This threshold value is based on the assumption
that the human eye can discriminate approximastely 15 image tones
{optical density levels) in the range of 0.0 to 3.9. The numerical
value of 0.20 is the resultant of dividing the total optical density
range (3.0) by the number of levels (15).

118. The predicted contrast values (DF - DB) for the silt and
clay soils at moisture contents of 10, 20, and 30 percent (Tables 5-
16) were examined to determine if any of the film-filter eorbinations
considered in the analysis were adequete for distinguishiug between
the soil types. Several film-filter combinations were found to have
absolute contrast values greater than the previcusly selected minimum
of 0.20. Thug, for the problem at hénd, the feasibility exists for
distinguishing between the scil typas by mecns of photographic remote
sensing technigques.,

119. ‘The next step was the exemination of the predicted DF - DB
(contrast) vealues to determine the optimws Tilm-~filter combination(s)
for acquiring the desired data. This examination must be condunted
with the atmospheric haze condition and sensor altitude in mind, since
the optimum film-filter combination may vary somewhat with changes in
these features, e.g., the best film-filter combination for a clear duy
may not be the best for a hazy day. The maximum corirast within one
emulsion of the color films (i.e. cyan, yellow, or magenta) is the
criterion for determining the capability of thw color f£ilm tq discrip~
inate between feature and background. First, the predicted contras

values for soils &t 10 percent moisture content (Tobles 5-8) were
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examined to determine the optimum film-filter combinetion(s) for
distinguishing between the silt and clay soils when they are relatively
dry. The examination showed that for the 23-km-visibility condition
(Tables 5 and 6), the following film-filter combinations had the four

largest contrast values (ranked by the contrast values for 1.5-km

%

{

|

{ altitude).

} Dy ~ Dy

1 Film Filter 1.5 km 6.0 kn
| 2ho2 478 0.27 0.2l
; 2403 47B 0.23 0.1
| 2448 3 0.22 0.20
i 2ho2 25A 0.11 0.10
!

For the S-km~visibility haze condition (Tables T and 8), the following

A:? film-filter combinations had the four largest contrast values.
1
| i
: Film  Filter 1.5 km 6.0 kn
i
g 2ko2 47B 0.12 0.08
1 2448 3 0.12 0.09
2403 478 0.10 0.07
2402 25A 0.08 J.08

For the 23-km (clear) haze condition, the 2402-47B and 2448-3 film-
filter combinations had contrasts greater than the threshold (0.20)
for both 1.5~ and 6.0~km altitudes. For the 5-km (hazy) haze con-
dition, none of the film-filter combinations had an optical density
contrast close to the 0.20 threshold.

120, Purthsr exsamination of the contrast values showed that in
general a small decrezse in conbrast cceurred (for a given haze
condition) from an altitude of 1.5 to t.0 km. A mich more signif-
ieant decrease in contrast occurred for a change in atmospheric haze

conditions frrm cleas (23~km visibility) to hazy (5-km visibility).
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For example, the predicted optical density contrast value for the
2402-473 film-filter combination was 0.27 for the 23:km haze, 1.5-km

altitude condition and 0.12 for the 5-km haze, 1.5-km altitude

condition.

121l. The predicted contrast values for soils at 20 percent
moisture content (Tables 9 to 12) were examined next to determine the

~ best film-filter combinations for distinguishing between the silt and

clay soils when they are fairly moist. The examination showed that

for the 23-km-visibility haze condition (Tables 9 and 10). the fol~

lowing film-filter combinations had the four greates <=2ontrastv values

(ranked by the contrast values for 1.5-km altitude).

Dp - Dy
Film Filter 1.5 km 6.0 km
2h48 3 0.31 0.30
2402 25A 0.26 0.25
2hh3 12 0.23 0.22
2402 12 0.23 c.22

For the 5-km-visibility haze condition (Tables 11 and 12), the fol-

lowing film-filter combinations had the four greatestc

contrast
values.
Dp - Dy

Film Filter 1.5 km 6.0 km

2448 3 0.21 0.18

2402 254 0.18 0.15

2h2l, 254 0.17 0.15

2h2l 12 0.17 0.15

122.

Examination of the predicted contrast values shuwed that
for the 23-km haze condition all four film-filter combinations had

adequate contrast velues (i.e. greater than 0.20) for detection of the

feature from the background. The 2448-3 film-filter combination had
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the largest predicted contrast value for both haze conditions and, in
fact, was the only film~-filter combination with a predicted contrast
value greater than 0.20 for the 5-km haze condition. Once again the
contrast values for 6.0-km altitude were slightly less than the corre-
sponding values for 1l.5~km altitude. A slightly more significant
decrease in contrast occurred for a change in haze conditions from

23- to 5-km visibility.

123. The predicted contrast values for soils at 30 percent
moisture content (Tables 13 to 16) were examined to determine the best
film-filter combination(s) for distinguishing between the silt and
clay when they are relatively wet. The examination showed that for
the 23-km-visibility haze condition (Tables 13 and 1k), the following

film-filter combinations had the four greatest predicted contrazt

values (ranked by the contrast values for 1.5-km altitude).

Dp - Dy
) Film Filter 1.5 km 6.0 km
! 2448 3 0.15 0.1k
2402 25A 0.13 0.12
| 2402 12 0.12 0.11
2443 12 0.11 0.11

For the S-km-visibility haze condition (Tables 15 and 16), the fol-

| lowing film-filter combinations had the four greatest contrast

*

values.

F B

Film Filter 1.5 km 6.0 km
2448 3 § 9 0.08
2402 2LA [ 0.07
2443 12 0.07 0.06
2402 12 0.07 0.06
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124, Examination of the above optical density contrast values
revealed that none of the film-filter combinations had predicted
contrast values greater than the 0.20 threshold. In fact, the maximum
value computed (0.15 for the 2448-3 film-filter combination; 23-km
haze 1.5-km altitude condition) was significantly less than the
chreshold value (0.20). Thus, the film-filter combinations considered
herein do not appear adequate for discriminating between the silt and
clay soils at 30 percent moisture content.

125. Considering the predicted contrast values for the 10, 20,
and 30 percent soil moisture conditions, it is evident that the
imagery should not be obtained when the soils are relatively wet (i.e.
30 percent or greater moisture content) or when they are very dry
(i.e. 10 percent or less moisture content). The best situation is
when the soils are fairly moist (i.e. approximately 20 percent moisture
content); thus, the imagery should not be obtained immediately after a
rain, during periods of high antecedent moisture conditions, or during
a long period without rain. The best film-filter combination for the
mission is the 2448-3 combination, since it had the greatest predicted
contrast for the 20 percent soil moisture condition and had predicted
contrast values in excess of the 0.20 threshold velue for the 10 per-
cent soil moisture condition. In addition, for the 20 percent soil
moisture condition, the predicted contrast values for the 2448-3 film-
filter combination were greater than 0.20 at both altitudes for the
23-km haze condition and at the 1.5-km altitude for the S5-km haze
condition (the contrast value for the 1.5-km altitude, 5-km heze
condition was just less than the threshoid).

126. Haze conditions have a significant effect on the predicted
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contrast values and, if at all possible, the mission should be flown
during clear conditions. Altitude has little beering on the contrast
values and does not appear to be a factor in mission design, except
Tor determining the expected accuracy of the locations of the soil
boundaries. The imagery should be obtained at the highest altitude
possible (to reduce mission time and film costs) without sacrificing
desired levels of precision,

127. Vegetation cover will present a constraint for soil data
acquisition. A fairly thick cover of almost any vegetation type may
mask the soils to a degree that may prohibit their identification or
discrimination. Thus, the optimum time for imagery acquisition may be
in the spring when most agriculiural areas are recently plowed.

128. The Photographic Systems Simulation Model should be
regarded as an aid in mission planning that enables the pianner to
project a suitable mission profile to ensure good contrast and reso-
lution. The predictions can be no better than the accuracy of the
reflectance data provided to the model. Other interpretation aids,
such as landforms and drainage patterns, can provide invaluable clues
as to the soil types, depth to bedrock, etc. The illustrations were
presented here solely to demonstrate the use of the model. The
results of the analyses in the illustrations should not be taken ss

being generally applicable for similar situations.

A Nomogram for Computing Optical Density Contrast

Introduction
129, Part II of this report documented a computerized simu-

lation model for predicting image optical density contrasts in
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photographic remote sensing systems. The model, called the Photographic
Systems Simulation Model, provides for the first time a rigorous, quan-
titative means of examining the effects of the major variables that in-
fluence the informational content of aerial photographs. Specifically,
the model can be used to predict the contrast between the images of
specific features or feature conditions, taken at various altitudes,

in different atmospheric haze conditions, at different solar zenith
angles, during different seasons, and with different sensor character-
istics (i.e films, filters, etc.). This makes possible the objective
selection of a sensor system and mission profile to enhance the success
of a data acquisition program.

130. Execution of the simulation model requires personnel knowl-
edgeable in the operation of computer facilities and the basic character
of the model and its inputs. Clearly, such personnel and, for that
matter, appropriate computer facilities are not always available. For
this reason it was deemed necessary to generate a graphical form of
the model (i.e. a nomogram), thereby providing all potential users of
photographic systems with a means for predicting image optical density
contrasts for quantitatively plenning remote sensing missions.

131. This portion of the report describes that nomogram. A
brief description of its formulation is first presented followed by
its presentation, including a step-by-step example problem to illus-
trate the correct procedures for using it snd an evaluation of its
accuracy with respect to the computer model from which it was generated.

Concept of the nomogram

132. The basic criteria for design of the nomogram were as

follows:
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Maintain the accuracy of the computer model as much
as possible.

Consolidate or combine as many variables as pogsible
to simplify the structure of the nomogram.

Create a flexible or generally applicable basic
structure that will allow the consideration of new
film-filter combinations, atmospheric conditions,
ete., in the future.

Include a spectrum of conditions for the major var‘-
ables influencing image optical density wvalues and
yet maintain a level of simplicity sufficient to

engsure ease of use.

satisfy the above criteria, it was deemed necessary to:

Maintain the spectral character of the variables

considered.

Make computations in a manner that minimizes error due

to rounding and other such phenomena.

Provide a stable nomogram format with the basic in-
puts in tebulars form, thus allowing future additions
by adding to the tables rather than changing the
tormat of the nomogram.

Initially, consider one latitude atmospheric con-
dition, two seasonal atmospheric conditions, two
atmospheric haze conditions, three solar zenith
angles, and four altitudes for the spectrum of con-
ditions of the nonsensor-related variables of

interest.
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e. Initially, consider five films that are represen-
tative of the films commonly used for aerial photo-
graphic work and six commonly used filters that
effectively divide the visible and near-IR spectral
regions into somewhat equal wavelength bands.

Nomogram structure

134. In the computer model the spectral character of the
wvavelength-dependent variables is maintained by representing each
variable as a continuous variate with wavelength (i.e. a continuous
curve). This is not feasible for a nomogram, and to maintain the
spectral character of the variables for the nomogram, it was necessary
to divide the visible and near-IR spectral regions (0.40 to 0.93 um)
into a number of discrete wavelength hands. All of the computations
made in the execution of the nomogram are made with respect to these

wavelength bands, which are:

a. 0,40 to 0.50 um
b. 0.50 to 0.58 um
c. 0.58 to 0.68 ym
d. 0.68 to 0.8C ym
e. 0.80 to 0.93 um

The bands were seclected to provide coverage over the 0.40- to 0.93-um
spectral region in wavelength ‘bands that coincide with the transmission
windows of the following filters:

a. Wratten No. 12

. Wratten No. 25A

vlo.l

. Wratten No. 47B

e

e

. Wratten No. 58

83




o e it < T e T T T

N

e. Wratten No. 89B

£. Wratten No. 8TC

The transmission cirves for the above filters are available in Refer-~
ence 23. These filters are among those most commonly used in remote
sensing and, when combined with the commonly used aerial films (see
Table 4), can be used to obtain images in the wavelength bands speé.-
fied above. The sensitivity curves for the films considered in this
work are available in Reference 2k,

135. The reflectance characteristics of the feature and the
background of interest are the only material-related input data
necessary for predicting optical density contrasts with the computer
model. All other variables (e.g. atmospheric transmission, haze,
altitude, film sensitivity, etc.) are handled in the model as discrete
points within a spectrum of conditions. For example, atmospheric
transmission curves for the various combinations of summer or winter
seasons, 0-, 30-, or 60~deg solar zenith angles, and 1.5-, 3.0-, 6.0-,
15.2-, and 100-km altitudes are on file in the computer. Thus, to
predict the optical density contrast for a given combination of ceuson,
zenith angle, and altitude, the proper files are called and used in
the execution of the program. Although this does not allow prediction
of contrast values for the infinite combinations of values that exist
among those on file, the cembinations available provide a variety of
conditions that span the spectrum of those observed in the real world.

136. Figure 23 shows, in simplified form, the basic structure
chosen for the nomogram. The reflectance data for the feature and the

background of interest (average values of reflectance for each
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TRANSFER_FUNCTION

o SOLAR ENERGY ABOVE THE
ATMOSPHERE

ATMOSPHERIC TRANSMISSION
FOR ENERGY PASSING DOWN
THROUGH THE ATMOSPHERE

REFLECTANCE OF BOTH ATMOSPHERIC TRANSMISSION ENERGY INDEX PREDICTED
FEATURE AND BACK- FOR ENERGY PASSING UP FOR PEATURE FIIM OPTICAL
GROUND AS A FUNCTIOR * THROUGH THE ATMOSPHERE . AND BACKGROUND © GAMMA DENSITY
OF WAVELENGTH TO A REMOTE SENSOR (INDIVIDUALLY) CONTRAST

¢ CAMERA LENS TRANSMISSION
¢ CAMERA FILTER TRANSMISSION

¢ FILM SPECTRAL SENSITIVITY

Pigure 23. Simplified illustration of the basic structure
of the nomogram for predicting optical density contrast

specific wavelength interval) are the only information that must be
acquired from an outside source (i.e. the literature or by laboratory
or field measurement). As such, reflectance is the only unknown and
must be isoleted as a single entity in the nomogram.

137. For the sake of simplicity, the other wavelength~dependent
variables are combined to form a composite variable (see Figure 23),
hereafter termed the transfer function. Specifically, the transfer
function is a continuous variate with wavelength resulting from the
mathematical combination of the solar energy above the atmosphere,
atmospheric transmission for energy passing down through the atmos-
phere (as a function of season, zenith angle, and haze), atmospheric
transmission for energy reflected from the terruin up to a sensor at a
given altitude, lens transmisgion, filter transmission, and film
spectral sensitivity. For the purposes of this study the computer
files for the individual variables as used in the Photographic Systems
Simulation Model were combined mathematically to compute values of the
transfer function. The mathematical combination consisted of a simple

multiplication or division of file values as necessary and as a
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function of wavelength. The resulting data for the transfer function
were averaged over the wavelength bands presented in paragraph 134 and
tabulated for use with the nomogram. The computed transfer function
values are presented in tabular form (see Table 17 for an example).
The full set of tables are available in Reference 2T7.

138. The reflectance data for the feature and the background of
interest are combined with the trans 2r function for a specific set of
conditions (i.e. atmospheric conditions, sensor altitude and lens-
filter-film characteristics) to compute an energy index. Since the
reflectance data and transfer function are both wavelength-dependent,
the energy index values for the feature and the background must be
obtained by summing partial energy index values for each of the wave-~
length bands listed in paragraph 134. The energy index values for the
feature and the background (totals of partial index values for feature
and background individually) are then combined with the gamma of the
film being considered for the final step in the computation of the
optical density contrast between the feature and the background.

139. In summary, the basic structure of the nomogram is tased on
three paremeters:

a. Reflectance
b. Transfer function

c. Film gamma
The values for film gemma can be extracrted from the literature (see
Table 18) or measured if the proper sensitometric equipment is avail-
abie. The values of the transfer function are computer using the
mathe-iutics and files within the computer model and, once obtained, are

tabulated for future use with the nomogram. Any future data acquired

86

Moot «
PR .,

L e i

A

Ryp——

e e




-

RN

e o s g

concerning atmospheric conditions, films, etc., can be considered by
simply computing the appropriate transfer functiun values and adding

them to those previously computed (see Tables 17 and 19).

Presentation of nomogram

140. The nomogram for predicting photographic optical density
contrast is presented in two parts in Plates 6 and 7. Part 1 (Plate
6) concerns computation of energy index values for each wavelength
band, and Part 2 (Plate 7) concerns computation of optical density
contrast using the total energy indices for the feature and the
background (computed with Part 1) and the gamma value for the film of
interest. Litersture-derived values for film gamma are tabulated in
Table 18. Example values for the transfer function by season and film
type are presented in Tables 17 and 19. The following is a brief
description of the procedures for using the nomogram.

Steps for use of nomogram

141. The systematic use of the nomogram consists of the exe-
cution of the following steps:

&. Obtain reflectance data for the feature and the back-
ground of interest and compute average reflectance
values for the wavelength bands listed in para-
graph 134.

b. Choose film type, filter, season, atmospheric haze,
solar zenith angle, and sensor altitude combinaiion
of interest.

c. Obtain from the appropriate table (e. g. Table 17
or 18) the transfer function value for the combi-

nation selected in b for each wavelength band.
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Special considerations must be made for multiple
emulsion films such as color IR (film No. 24h3).
These considerations are discussed in paragraph 155.
For the 0.4- to 0.5-um wavelength band (see paragraph
134) locate the appropriate reflectance value for the
feature and the transfer function value on the appro-
priate axes of Part 1 of the nomograph (Plate 6).
Uonnect the points with a straight line and read the
energy index value where the line connecting the
points intersects the energy iﬁdex axis.

Record this value as the partial energy index for the
feature in the 0.4~ to 0.5-um wavelength band.

Fepeat steps 4 through f for the 0.4- to 0.5-um
wavelength band for the background.

Repeat steps d through g for the other wavelength
bands (0.5-0.58, 0.58~0.68, 0.68~0.80, and 0.80-

0.93 pm).

Sum the five partial energy index values for the
feature and for the background (separately) to obtain
a total energy index value for the feature and a
total energy index value for the background.

On Part 2 of the nomogram (Plate 2), locate the total
energy index values (fréom step i) .7 + the feature and
the background on the appropriate axes.

Select the appropriate film gamma (y) value from
Table 18,

Project a streight line between the feature and
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Example problem

background energy index values on Part 2 of the
nomogram and locate the point where this line inter-
sects the reference line.

Project a line perpendicular to the reference line

and locate the point of intersection with the appro-
priate sloping (y) line. If the y value obtained
from Table 18 does not match numerically one of the ¥y
lines in Part 2 of the nomogram, a linear interpolation
can be made between the intersections of the projected
line mentioned above and the vy lines on the nomogram
that bound the vy wvalue of interest. For example, if
a vy value of 1.5 is of interest, the appropriate
point for execution of step n below would be the
midpoint between the intersections of the projected
line and the Yy = 1.0 curve and vy = 2.0 curve., If
the projected line misses all of the vy lines on the
nomogram, the optical density contrast value can be
assumed to be 3.00.

From the point of intersection with the vy line, pro-
Ject a line, parallel to the total energy index and
reference lines, to the optical density contrast axis
and obtain the photographic optical density difference
for the feature and the background with the conditions

specified in step b.

142, Executiocn of the steps presented in the previous paragraph

can be best illustrated with an example mission design problem. The
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following paragraphs present an example of the use of the nomogram and
related information to plan a hypothetical photographic remote sensing
mission. The problem of interest is to discriminate between Jjuniper
trees (feature) and lodgepole pines (background).

143. Step a: As previously stated in paragraph 136, the reflec-
tance values needed for use of the nomogram congist of average values
for each wavelength band. If the raw reflectance data available are
in the form of a continuous curve, it is necessary to average the data
within each wavelength band to obtain the appropriate values for use
in the nomograph. The average reflectance values (by wavelength band)

for the feature (Juniper) and background (lodgepole pines) are as

follows:

Wavelength Reflectance, %

Band, um Juniper Lodgepole Pine
0.40-0.50 6 6
0.40-0.58 12 10
0.58-0.68 11 10
0.68-0.80 12 32
0.80-0.93 28 51

These data represent mature trees during the late-summer conditions in
the northwestern contiguous United States. In some instances, reflec-
tance data for the encs. . ~ 40~ to 0.93-um band are not available.

The optical density contrast value computed with only a portion of the
wavelength bands may differ considerably from the actual value, espe-
cially if the reflectances of the feature and the background differ

significently in the wavelength band(s) not considered.

bk, Step b: The film-filter combinations that can be considered
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to have the most potential for discrimination between a given featufe

and its background are those with wavelength sensitivities that corre-

spond to wavelength bands in which the reflectances of the feature and

the background differ the most. Table 20 presents a summary of the

approximate wavelength sensitivities ot the film-filter combinations

considered in the nomogram. Thus, by visually examining the reflectance

data for the feature and the background, determining the wavelength

bands of maximum difference, and referring to Table 20, a number of

potentially "best" film-filter combinations can be identified for pre-

diction of optical density contrast. The reflectance data presented
in parasgraph 143 show that the Juniper and lodgepole pines have very
similar reflectance characteristics in the 0.40- to 0.50-, 0.50- to
0.58-, and 0.58- to 0.68-ym wavelength bands. The reflectance of the
lodgepole pines, however, is significantly greater than that of the
Juniper in the 0.68- to 0.80- and 0.80- to 0.93-pm wavelength bands.
Thus, film-filter combinations with sensitivity in these bands would
be the best, potentially, for discriminating between the festure and
the background. Examination of Table 20 reveals that the film-filter
combinations having wavelength sensitivities in the 0.68- to 0.93-ym

wavelength range are as follows:

Film Filter

2h2l 12
25
89B
87c

2hh3 None
12

145, 1In practice it would be desirable to compute with the
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nomogram the image optical density contrast values for each of the
film-filter combinations listed in paragraph 134 to determine which
would provide the most contrast between the juniper and lodgepole
pines. Since the procedures followed for each film-filter combination
would be identical, the purpose of this example problem would not be
served by the repetitive calculations. To keep the example as simple
as possible, the assumption was made that only the 2424-12 film-filter
combination was available for use. The following discussion is,
therefore, limited to consideration of the adequacy of the 242L4-12
film-filter combination for discriminating between the juniper and the
lodgepole pines.

146. The remainder of step b concerns selection of season,
atmospheric haze, zenith angle, and sensor altitude values. Season is
probably the easiest of all the parameters to choose in that oniy
winter and summer conditions are offered. Selection of the appro-
priate option is obviously a funstion of the time of year in which the
reflectance data were obtained, in this case summer is specified (see
paragraph 133).

147. Atmospheric haze can be selected on the basis of the pre-
dominant conditions existing in the area to be photographed. The
"elear" option represents a 23-km horizontal visibility, and the
"hazy" option represents a S-km horizontal visibility (at sea level).
For the purposes of this example problem, the clear condition was
assumed.

148. Solar zenith angle is a function of the following:

a. Latitude of the area to be imaged.

b. Time of yeer.
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¢. Time of day.

Since it is normally (but not always) beneficial to acquire aerial

photographs during maximum solar illumination of the terrain, and this

condition exists at local apparent noon, it is usually most meaningful
to use in the nomogram the solar zenith angle representative of this
time of day. During the winter months the zenith angle at local
apparent noon will be considerably larger than that for the summer
months. An approximate value for solar zenith angle as a function of

latitude, time of year, and time of day can be obtained from Table 21,

vhich has been modified from Reference 28. By assuming a latitude of

approximately 40 deg (north) and the specified time of year as late
summer (paragraph 133), the approximate solar zenith angle for local
apparent noon can be obtained from Table 21 as follows:
a. Locate the portion of the table for latitude 40 deg.
b. Determine the appropriate date symbol from the date
table on the right side of the sheets in Table 21. 1In
this case let the appropriate symbol be "I" (assuming
20 August to represent late summer conditions).

c. Read the approximate solar zenith angle in the "I" row
under the time of 1200 hr (local apparent noon), which
in this case turns out to be 32 deg.

Since the nomogram currently considers zenith angles of only 0, 30, or

60 deg, it was assumed that the 30-deg condition was representative

for this problenm.

149. The optimum sensor altitude for acquiring serial photo-
graphs is a function of the desired image scale and spatial or ground

resolution (assuming a film format of 9 x 9 in). Image scale is
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purely dependent on the focal length of the camera lens (f) and the
altitude of the sensor (H). Scale (S) can be computed by the fol-

lowing relation:

= 1
S=%

where scale is expressed as a dimensionless ratio of 1:S. The ground
resolution of an image (i.e. the size of an object on the ground that
can be detected as a discrete object on the imagery) is a function of
altitude, lens focal length, and film spatial sensitivity. For the
purpose of this example, it is arbitrarily assumed that a ground
resolution of approximately 0.6 m is necessary to enable the inter-
preter to identify individual tree crowns' on the imagery. Examination
of Figure 17 reveals that a sensor altitude of no more than approxi-
mately 3.0 km would be necessary (i.e. using an 0.152-m focal length
lens) to achieve & ground resolution of 0.6 m with 2424 film. A
sensor altitude of 3.0 km was assumed for this example.

150. Step c: The values for the transfer function as obtained
from Table 17 for film-filter combination 2424-12, mid-latitude,

summer, clear, 30-deg zenith angle, and sensor altitude of 3.0 km are

as follows:

Wavelength

_Band, um Transfer Function Value
0.40-0.50 0.0025
0.50-0.58 0.0136
0.58-0.68 0.0594
0.68-0.80 0.1020
0.80~0.93 0.08L9

It should be noted that in nomogram computetion for f£ilms with more
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than one emulsion, a transfer function value must be obtained and the
nomogram applied for each emulsion individually. For example, if the
nomogram were used to compute the optical density contrast expected
for juniper and lodgepole pines on Kodak Aerochrome Infrared Film
(film No. 2443) with a No. 12 filter, it would be necessary to:

&. Obtain transfer function values from Table 19 for each
emulsion (cyan, yellow, and magenta) in each wavelength
band.

b. Using the nomogram, compute for each emulsion the
optical density contrast for the juniper and lodgepole

pines.

Compare the computed contrast values (one for each

[ed

emulsion) and adopt the largest value as the contrast
representative of that film-filter combination.
If a transfer function in the tables (Tables 17 and 19) has a value of
0.0 it indicates that the film-filter combinetion to which the transfer
function applies is not sensitive to energy in that wavelength band,
and the partial energy index for both the feature and the background
(i.e. in that wavelength band) can be‘assumed to be 0.0.

151. Steps d to i: With the above reflectance data and transfer

function values, use of the nomogram becomes a simple process.

Plates 8-12 illustrate the use of Part 1 of the nomogram to compute
the partial energy index values in each wavelength band for the feature
and the background, using the appropriate reflectance and transfer

function values for each wavelength band. The partial energy index

values obtained from Flates 8-12 are summarized below.




Wavelength Energy Index Values

Band, um Juniper Lodgepole Pine
0.40-0.50 0.0002 0.0001
0.50-0.58 0.0018 0.0012
0.58-0.68 0.0070 0.0060
0.68-0.80 0.0120 0.0320
0.80-0.93 0.0230 0.0480

Total 0.0L4ko 0.0873

152, Steps J to n: The sums of the partial energy indices (see

totals in paragraph 151) provide the total energy index for the feature
(Juniper) and the background (lodgepole pines). The total energy
index values are input to Part 2 of the nomogram (see Plate 13) to
determine the intersection on the reference line. A line perpendic~
ular to the reference line is projected from the point on the reference
line to the line representirg the gamma (y) of the film of interest.
A vy wvalue of 2.0 was used for this example. The intersection of the
projected line to the gamma line provides another reference point from
vhich a line is projected down to the density contrast axis to deter-
mine the expected optical density contrast. Tor this example, the
expected optical density contrast was computed with the nomogram to be
0.59.

153. The adequacy of a film-filter for a particular application
is determined by comparing the predicted optical density contrast to a
threshold value that defines the minimum contrast necessary for dis-
crimination. The threshold value varies with the means of examining
the imagery. The human eye, for example, can easily discriminate 1.0
to 15 gray tone levels. A threshold value for the human eye can be

obtained by dividing the range of possible optical density values
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(0.0 to 3.0) equal to 3.0 by the number of discernable gray tone

levels (10 to 15). Thus, an optical density ccentrast value of 0.30
(3.0 divided by 10.0) or 0.20 (3.0 divided by 15.0) could be specified
as a threshold for the human eye. Assuming a threshold value of 0.20
for this example, the computed optical density contrast value of 0.59
indicates that the 2424-12 film~filter combination flown at an altitude
of 3.0 km at noon on a clear summer day and in a camera with an 0.152-m
focal length lens would be adequate for discriminating between juniper
and lodgepole pine trees on a tonal basis.

Evalaustion of nomogram

154, The nomogram is intended as a substitute for the computer
program of the Photographic Systems Simulation Model. It is thus
essential that the predicted values of optical density contrast from
the nomogram agree closely with those from the computer program.

Table 22 presents a comparison of optical density contrast values for
a nurber of feature-background combinations and two commonly used
film-filter combinations (Nos. 2403-12 and 2424-12) as computed with
the computer model and with the nomogram. The features and backgrounds
were selected to represent a cross section of terrain materials (i.e.
soils, rock, and vegetation). Examination of Table 22 shows that the
computer- and nomogram-predicted optical density contrast values are in
very close agreement for all feature-background and film-filter combi-
nations.

155. Further examination of the data in Table 22 is pertinent
for interpreting the optical density contrast values computed with the
nomogram. For example, by comparing the nomogram~computed optical

density contrast values in Taeble 22 with the prev’.. .y ndopted
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threshold value of 0.20, it is possible to assess the utility of the
film-filter combinations considered (2403-12 and 2424-12) for discrimi-
nating between the various features and backgrounds in the table. The
computed optical density contrast value of 0.59 (well above the 0.20
threshold) indicates that the 2424-12 film-filter combination would
provide sufficient contrast for the human eye to discriminate between
Juniper and lodgepole pines. Conversely, the computed contrast value
of 0.0k indicates that the 2403-12 film-filter combination would not
provide adequate contrast for the eye to discriminate between juniper
and lodgepole pines. In the Juniper-lodgepole pine examples, the
decision concerning adequacy or inadequacy for discrimination is

fairly obvious because of the significant differences between the
computed optical density contrast values and the threshold. In other
cases the computed contrast value may be very close to the threshold
(for example, the computed contrast value of 0.30 for juniper and
sagebrush when using the 2403-12 film-filter combination) and judgments
concerning the adeguacy of the film-filter combination for that specific
purpose should be made cautiously.

Summary of results

156. The nomogram in Plates € and T is essentially a graphical
version of the computer program for the Photographic Systems Simulation
Model. It provides a previously nonexistent quantitative graphical
tool for planning photographic remote sensing missions to enhance the
success of a remote sensing data acquisition program. Comparisons of
predicted values (Table 22) demonstrates that the nomogram-predicted

optical density contrast values are, indeed, representative of those

computed with the computer model; therefore, the nomogram is an adequaie




substitute for the coimputer model when computer facilities are not
available,

157. Use of the nomogram is simple and straightforward as illus-
trated in the example problem. The only inputs required are reflectance
data for the features and backgrounds of interest. Although only five
commonly used films are currently included in the tables of transfer
function values, these films cover the spectrum of film types. Addi-~

tional film types can be added in the future.
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PART V: PLANNING THERMAL IR MISSIONS
Introduction

158. The six steps presented in paragraph 86 are equally

important for the successful application of thermal IR sensor systems

as for photographic remote sensing systeﬁs. The problem specification

and data acquisition steps (mission planning and execution) are the
keystones of the process, since a ‘failure to record the necessary
basic information during the imagery acquisition precludes the ability
to successfully execute the remaining steps (see paragraph 89) and
obtain a useful product. The primary items of concern in planning a
thermal IR mission can be summarized in the following questions:

a. When snould the mission be flown?

b. What sensor system should be used?

e

How high should the aircraft be?
When to fly
159. The first question (when...) concerns the best time (time

of year and time of day) to acquire thermal IR imagery so as to

record the information desired. Time of year is often a constraint

because of seasonel changes in the terrain surface and corresponding
changes in the thermal characteristics of terrain materials. 1In
addition, the average terrain temperature may vary considerably from
season to season, i.e., the average terrain temperatures are usually
considerably lower in winter months than in the summer because of
smaller amounts of solar energy available for warming and generally

lower atmospheric temperatures, which can significantly influence

thermal IR sensor performance.
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160. The diurnal temperature variations for a bare soil area

and an adjacent grass area are presented in Figure 24, These data were
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Figure 24, Diurnal temperature variations for bare soil
and grass areas, Vicksburg, Mississippi

obtained with an automatic recording device using thermistors accurate
to approximately 1°¢ during July 1973 at the U. S. Army Engineer
Waterways Experiment Station. The goil is the Vicksburg loess and
the grass is primarily the Bermuda grass native to the area. If an
investigator desired to obtain thermal IR imagery on which the bare-
soil and grass areas could be distinguished from one another, tempera-
ture data such as those in Figure 24 would be essential to plan the
mission. With regard to the question of "when," comparison of the
bare-soil and grass temperature curves provides a simple means of

determining the time of day when the maximum temperature contrast
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(temperature differences) occurs and the temperature contrast is a
function of time. The optimum time to acquire thermel IR imagery
would be the time corresponding to the meximum temperature contrast.
Examination of Figure 24 reveals that the maximum contrast occurred
generally between 1400 to 1700 hr during daylight hours and between
0300 and 0500 hr during the night. The contrast appeared to be
slightly greater during the 1400~ to 1700-hr period; however, the
contrast was more consistent at night (i.e., very little contrast
occurred on 6 July between 1400 to 1700 hr, but a large contrast, up to
4°C, occurred during the same period on 7 July). The lack of contrast
on the afternoon of 6 July is attributed to a brief rain that morning
and cloud cover that prevented effective werining of the terrain. It
appears that the best time for a mission to acquire thermal IR
imagery on which the bare soil and grass areas could be distinguished
would be between 0300 and 0500 hr, or during 1400 to 1700 hr on clear,
sunny days (if rain has not occurred for the previous 24-~hr period).
161. The discussion in the previous paragraph illustrates the
basic thought processes for selecting the optimum time for a thermal
IR mission. Somewhat buried in the discussion is the fact that such
items as cloud cover can have a significant bearing on the temperature
contrast existing between two terrain features. Contrast will occur
only if the differences in material thermal properties are allowed to
manifest themselves in the heating and cooling that occur during the
diurnal cycle. Any suppression of the heating or the cooling phenomena
or "outside" interference from wind (which can have a cooling effect
by evaporating surface moisture) can significantly reduce the tempera-

ture contrasts that could potentially occur.
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What sensor system to fly

162, The second question (what...) in paragraph 158 concerns

the sensor system that should be used to acquire the thermal IR

imegery. Perhaps an additional question should be inserted at this

point: Should the mission be flown at all? Before the mission is
flown, it should first be determined if the available thermal IR
sensor systems are capsble 2f acquiring the information desired.
This can only be determined by having temperature data such as that
previously shown in Figure 24, knowledge of the emissivity of the

! materials, and knowledge of the thermal resolution capabilities of
available sensor systems.

163. Figure 25 shows a schematic of a typical thermal IR ’
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Figure 25. Scliematic of typical thermal IR scanner system

sensor system., The rotating mirror reflacts the impinging energy
from the terrain to the detector. As the mirror rotates, the detector

receives energy from a puth on the terrain perpendicular to the flight

of the aircraft. Successive scan lines are produced by repetition of
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this cycle. The detector, normally a semiconductor device, transforms

the impinging energy into an electrical analog signal. The detector
output is normelly amplified and then recorded Girectly on film on an
analog or digital recorder (i.e. magnetic tape) or displayed on a
cathode-ray-tube (CRT) screen, or both. To record the detector output
directly on film, the amplified signal is used to vary the intensity
of a glow lamp. The photograrhic film advances at a rate dependent on
the speed and altitude of the aircraft. The light from the glow lamp
is deflected along o line perpendicular to the direction of film ad-
vance synchronously with rotation of the rotating mirror, so that the
light from the glow lamp that exposes the film will define a photo-
graphic image of the EM radistion from the terrain. Thermal IR

sensor systems that record information directly on film are normalily
used for reconnaissance purposes, since the information is rapidly
available for visusl inspection. It should be noted, however, that
directly recording the sensor output on film results in a significant
loss in information. This information loss will be discussed in more
detail in subsequent paragraphs.

164, In most state-of-the-art thermal IR sensor systems not
used for reconnaissance purposes, the detector output is both dis-
played in real-time on & CRT screen and recorded on magnetic tape
using an analog recorder. The production of a film image is accom-
plished from the analog magnetic tape with the aid of computer pro-
cessing. The computer processing techniques allow very specialized
analyses ©f the thermal IR system output signal. The real-time
display on the CRT screen is used to adjust sensor gain settings.

The use of digital magnetic tape recorders is not widespread because
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of cost and operational constraints; however, they can be used to
very good advantage because of their large dynamic range.

165. In the 3- to 5.5-pm wavelength band, the most popular
detector is an indium antimonide (InSb) semiconductor crystal. The
InSb detectors are capable of operating as photovoltaic, photoconduc-
tive, or photoelectromagnetic devices. The spectral sensitivity
ranges from approximately 2.0 to 7.0 pm depending on the operating
mode. Efficient use of InSb detectors requires cryogenic cooling to
approximately 77 K, primarily to achieve acceptable sensitivity levels.

166. In the 8- to 1h-um wavelength band, mercury-doped-germanium
(Ge:Hg) or mercury-cadmium-telluride (HgCdTe) are the most commonly
used detectors. The Ge:Hg detectors are photoconductive devices and
require cooling to approximately 28 K to achieve acceptable sensitivity
levels. The HgCdTe detectors are photoconductive devices that require
cooling to approximately TT7 K; thus, they have an advantage over the
Ge:Hg detectors in ‘that cooling can be achieved with low-cost liquid
nitrogen rather than the more expensive coolants needad to reach the
28 K temperature required by Ge:Hg detectors.

167. For wavelengths longer than 3 um (i.e. for intermediate-
and far-IR remote sensing), lenses must be constructed of materials
such as semiconductor crystals and plastics, (polyethylene and poly-
methylmethacrylate). These materials are capable of transmitting
wavelengths out to 15 um although their efficiencies are sometimes
quite low. The other alternative is reflecting opties. Reflectors
coated with an evaporated aluminum f£ilm have virtually no transmission

losses for IR wavelengths and they have the advantage of being free
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of aberrations. Most intermediate- and far-IR scanners utilize re-
flecting optics for these reasons.

168. Operation of & scanner must meet two reguirements: (a) The
scanner must dwell a sufficient amount of time on each picture element
(pixel), and (b) there must be no underlap of scan lines (overlap is
acceptable). The time requirement for each pixel (as determined by
the spatial sensitivity of the sensor system) is a function of the
time constant of the detector. The dwell time for modern scanners
with semiconductor detectors can be in the neighborhood of 10-6 sec
per pixel (Reference 29). The width of the terrain path scanned per
second is equal to the product of the diameter of the pixel, the
number of pixels per scan line, altitude, and the revolutions per
second of the scanner mirror. To prevent underlap the terrain path
scanned per second must be greater than the velocity of the aircraft.
Thus, the limits on the revolutions per second for the scanner are
set basically by the detector time constant (upper limit) and by the
ratio of the velocity to altitude of the aircraft (lower limit),
which controls the overlap of scan lines. In addition, the maximum-
revolutions-per-second value is limited by the mechanicanl and strength
characteristics of the scanning system.

169. Spatial sensitivities on the order of 1.0 mrad can be
achieved with modern scanner systems (Reference 30), although com-
merical systems commonly have resolutions on the order of 2.0 to
3.0 mrad,

170. Successful application of thermal IR sensors requires a
quantitative knowledge of how the major sensor system components affect

the informational content of the resulting imagery. The Thermal IR
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Systems Simulation Models were developed to provide information con-
cerning sensor system constraints for mission planning. Application
of the models and products derived from the models will be presented
in subsequent sections.

How high to fly

17l. The alti.ude of the aircraft or, more specifically, the
distance between the sensor system and the terrain surface determines
the scale of the resulting imagery and the spatial resolution (i.e.
the minimum resolvable ground distance). Selection of the proper
mission altitude requires consideration of sensor spatial resolution,
sensor field of view (scan width), and the required scale for ex-

tracting the desired information from the imss »xy.

Mission Planning Tools

172. 1In the following paragraphs quantitative tools are pre-~
sented to aid in the design of thermal IR imagery missions. The
tools were designed to provide guidance for answering the previously
discussed questions of when, what, and how high to fly. Emphasis is
first placed on using ‘the computer models as they are and then uging
generalized graphical tools developed from the computer models.

When to fly

173, A contrast in energy radiated from terrain materials is
the key to contrast on thermal IR imagery and the corresponding
ability to properly interpret information about those teriain features
on the imagery. The thermal IR sensor systems detect energy differ-
ences; thus, it is obvious that the imegery acquisition mission will

be most successful if flown when the terrain materials of interest ‘have
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the most difference in radiated energy. Since the energy radiated is a

function of the temperature and emissivity of the materials, and emis-
sivity of a given material can be considered to be a constant within a
specified wavelength band, the time at which the maximum change in
radiated energy occurs (i.e. between some feature and background) can
be assumed to be the time of maximum temperature difference.

174, As previously discussed in paragraphs 159 to 161, tempera-
ture data such as that shown in Figure 28 can be effectively used to
determine the time of maximum temperature difference and, thus, the
best time of day to fly a thermal IR mission. Examination of the
temperature data in Figure 24 shows that there are two times during a
diurnal cycle when significant temperature differences can occur, one
during daylight hours and one at night. For terrain materials such
as soils, previous experiments (Reference 31) have shown that the
largest contrast during daylight hours usually occurs between 1400
and 1600 hr. At night the largest contrast usually occurs between
0200 and 0500 hr. The mid-afternoon time occurs because the terrain
materials have warmed up to their maximum temperatures during daylight
hours and any differences in material thermal properties such as heat
capacity have manifested themselves in the form of temperature differ-
ences., In the case of wet and dry soils, the dry soils will have a
higher temperature than the wet soils (the wet soils have a higher
heat capacity and require more energy to reach the same temperature).

175. After sundown the materials start to cool because of con-
duction losses to the atmosphere and radiation of EM energy. The dry
materials, such as soils with low moisture contents, decrease in tem-

perature much more rapidly than wet materials (e.g. soils with high
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moisture contents); thus, by 0200 to 0300 hr, the dry scil areas are
significantly cooler than the wet soil areas. The time of the maximum
temperature difference is a function of wind, soil moisture contents,
and atmospheric conditions. It should be noted that moisture content
is the largest factor in the thermal properties of soils because it
has a heat capacity much higher than soil materials or the air that
fills the voids between soil particles in the absence of water.

176. It is important to note that the time of maximum tempera-
ture contrast does not occur between 0200 and 0500 hr for all meteri-
als. Recent temperature measurements by the author on roofs of large
buildings showed that the maximum contrast between roof areas with
entrapped moisture in the insulation end adjacent areas with no
entrapred moisture occurred between 2000 and 2200 hr. Since roof
systems are by no mesns capable of storing energy in the amounts
stored by "Mother Nature" in the terrain, this result is not too
surprising; however, it should serve as a reminder that the 0200- to
0500-hr period is not always the time of maximum tempersture contrast.
The roof temperature example points out the need for temperature data
such as that presented in Figure 2.

177. An additional note is necessary concerning the afternoon
and nighttime periods of maximum temperature contrast. During the
daylight hours the temperature regime is considerably more complex
than at night. Solar radiaetion impinging on the terrain causes warm-
ing and corresponding rises in temperature. Energy is lost because of
evaporation (aided by the wind) and radiation of EM energy. The warm-
ing process may be sporadic due to partial cloud cover or significantly

retarded due to long weriods of total cloud cover. In the 3- to
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5.5-um band, some solar energy is reflected from the terrain creating
an additional energy source. At night, the situation is much simpler
with the primary phenomenon being radistion of EM energy from the
terrain. Significant cloud cover may reflect some of the emitted en-
ergy back to the terrain and radiate a significant amount of EM energy,
and the presence of wind may accelerate the cooling process. In most
cases, it is beneficial to acquire thermal IR imagery at night to
eliminate the "noise" created by the additional complexities of the
daylight thermal regime, especially if the sensor system to be used
operates in the 3~ to 5.5-pm band. The effects of the reflectance of
EM energy in the 3- to 5.5-um wavelength band can be investigated
using the "Specific" form of the Thermal IR Systems Simulation Model.
178. In swmmary, the optimum time for conducting & thermal IR
imagery acquisition mission is at the time of meximum temperature dif-
ference between the feature of interest and the background or materials
surrounding the feature. In most instances, unless warranted by the
phenomena being studied or Jlight constraints, the time of the maximum
nighttime temperature contrast is usually betteg than the daylight
maximum contrast period. Tempurature data as a function of time are
needed to ascertain not only the time of maximum contrast, but also
the magnitude of the temperature contrast. The magnitude of the
temperature contrast is needed to determine the sensor system thermal
resolution necessary to allow detection of a given feature from a
background on thermal IR imagery. The required system resolution is,
in turn, the primary parameter for evaluation of the adequacy of
available or potentially available thermal IR sensor systems to

acquire the needed information. The following paragraphs discuss the
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evaluation of sensor systems and answer the question: What sensor

system to fly?

What sensor system to fly

179. Sensor resolution: The question of what to fly (i.e, the

specific sensor system that will be adequate for acquiring the data
desired), and for that matter, the more basic question of whether or
not the mission can be executed sucrcessfully, boils down to a compari-
son of the thermal resolution capabilities of available sensor systems
and the magnitude of the apparent temperature difference between the
feature and the background of interest. Since thermal IR sensor
systems respond to differences or changes in the EM energy received
at the detector, not to temperature changes alone, the thermal resolu~
tion of the sensor systems must be defined in terms of apparent tem-
perature. Similarly, the difference in the EM energy radiated from
the feature and the background must be described in terms of apparent
temperature to account for variations in actual temperature and
emissivity and to provide an easy means of evaluating the adequacy of
available sensor systems for detecting the feature from the background.
The relation between actual and apparent temperature is discussed in
detail in Appendix E.

180. If the actual temperature and emissivity of a material
are known, the apparent temperature can be computed (i.e. for a speci-
fied wavelength band) with Equation E3 in Appendix E or determined
with graphs such as those in Figures El and E2 for the 3- to 5.5-um
and 8- to 1lli-pm wavelength bands, respectively. Calculation of
apparent temperature for the feature and the background (i.e. using

the feature and background temperatures representing the time of
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maximum temperature difference) allows determination of the maximum
apparent temperature contrast for the feature and the background.

For exemple, if the feature has a temperature of 300 K and an emis-
sivity of 0.90, and the background has a temperature of 303 K and an
emissivity of 0.85, the apparent temperatures for the feature and the
background (from Equation E3 in Appendix E and for the 3- to 5.5-um
wavelength band) are 297.3 K and 298.7 K, respectively. The apparent
temperatures for the feature and the background in the 8- to 1lh-um
wavelength bend (assuming the same ¢ values are valid) are 293.1 K
and 292.3 K, respectively. The resulting apparent temperature differ-
ences (contrast) for the 3- to 5.5-~um and 8- to 1li-ym wavelength
bands are 1.4 K and 0.8 K, respectively. Note that in this example,
the apparent temperature differences are smaller than the actual
temperature differences, which is not always the case.

181. Planning a mission to acquire imagery on which the feature
of interest can be detected within its background requires that the
investigator first determine if the thermal IR sensor system or
systems available can produce imagery of that quality. Essentially,
the thermal resolution, minimum detectable change in apparent tenpsra-
ture, of the sensor system must be legss than the apparent temperature
contrast for the feature and the background. Secondly, the investi-
gator must determine which sensor system (if more than one is avail-
able) would be best for the specific job at hand.

182. Determination of the thermal resolution of a specific
system requires consideration of the thermal IR sensor and the means
of recording the output signal from the sensor (together the sensor

and recorder form the complete sensor system). The resolution
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capabilities of' the sensor can be determined using the current forms
of the Thermal IR Systems Simulation Model. The Specific Model form
allows the investigator to examine the ai.syuacy of a specific thermal
IR sensor for a specific feature and be.kground (i.e. for given
temperature and emissivity values for the feature and the background).
Special problems such as daytime missions can be evaluated al .~  1i%h
examination of situations wherein the feature area n&y he 4+ 5% 'ien
the pixel area. The General Model form pr~ isiss de{initior of the
minimum resolvable temperature difference as a function of aversage
terrain temperature for a specific sensor system. Reflectsnce phenom-
ena or feature area~pixel area relations cannot be examined with the
General Model form, but it does provide broad information concerning
the resolution capabilities of thermal IR sensor systems.

183. Using the feature-background temperature and emissivity
date presented in paregraph 180 and specifying the following sensor
parameters:

Detector type: HgCdTe

8 -1/2

Detector noise voltage index: 1 x 10~ v-Hz
Electrical bandwidth: 1.25 x 106 Hz
Spatial resolution: 2.0 mrad
Wavelength band: 8-14 um
Effective aperture area: L0 en®
Peak response: 2000 v/w
and the following atmospheric conditions:
Mid-latitude summer

23-km haze

1.5<km altitude
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the Specific Thermal IR Systems Simulaticn Model was run to examine
the feasibility of obtaining imagery with this particular scanner
system on which the feature could be detzcted from the background.

The output of the model was as follows:

Feature Background Noise Voltage
Voltage Voltage Voltage Ratio
0.00173 0.00171 0.0000167T 1.088

Since the value of the voltage ratio (1.088) is greater than 1.0, the

sensor is adequate (theoretically) to detect the feature from the
background. This does not include the influence of the recording
system, which will be discussed in subsequent paragraphs.

184. Using similar parameters (i.e. for the sensor and atmo-
spheric conditions), the General Thermal IR Systems Simulation Model

was run to obtain the following output:

Minimum Detectable

Temperature Temperature Dif+aveica

K Emigsivity = o
200 1.0 2.50
220 .0 1.56
2k 1.0 1.09
260 1.0 0.86
280 1.0 0.70
300 1.0 0.55
320 1.0 0.47
340 1.0 0.39
360 1.0 0.35
380 1.0 0.31
400 '1.0 0.27

Examination of the above information shows that the sensor system being

evaluated (as described by the parameters input to the model) has a

much better thermal resolution for higher temperatures (i.e. for higher

. .rage terrain temperatures) than for the lower temperatures. This

is primarily because a l-degree change in temperature in the lower
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temperature ranges does not result in as much of a chenge in the energy

radiated ar a l-~degree change in temperature in a higher temperature

range.

185, It is significant to note that the output from the General

Model is in the form of minimum detectable temperature differenc

a function of background or average terrain temperature. If emi

e as

S=

sivity is input as 1.0 (i.e. the value for a blackbody), the same

data can be directly interpreted as minimum cetectable appareant

temperature difference as a function of the apparent temperature

of

the background or average appareud terrain temperature. The dir
interpretability of these data in either actual or apparent temp
ture stems from the basic detinition of apparent temperature as

presented in Appendix £; apparent temperature is the temperature

blackbody (e = 1.0) that would radiate the same amount of energy

ect

era-

of a

(i.e. within s given wavelength band) as an imperfect radiator at a

higher actual tempersture. Thus, if the value of the apparent t

emper-

ature of the background (or average terrain temperature) is known, it

is possible to determine the thermal resolution of a specific sensor

system (minimum detectable apparent temperature difference) directly

from the output of the General Thermal IR Systems Simuletion Mod

presensed in paragraph 184.

el as

186. Going back to the apparent temperature contrast value

specified for the feature and the background (8- to 1lh-um wavelength

band) in peragraph 180, it is now possible to rapidly evaluate the

capability of the sensor specified in paragraph 183 for detecting the

feature from the background. Examination of the model oulput data in

paragraph 184 reveals that the minimum detectabtle apparent temperature
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difference for a background apparent temperature of 292 K is somewhere

between 0.55°C and 0.70°C (the values for 300 K and 280 K, respec-

tively). A rapid linear interpolation results in a ATm1 value of

in
approximately 0.61°C for a background apparent temperature of 292 K.
Comparison of this value (0.61) to the apparent ter—erature difference
calculated for the feature and the background in paragraph 180
(0.80°C) reveals that the sensor thermal resolution is adequate (i.e.
less than the contrast between the feature and the background) to
detect the feature from the background. It is important to note that
only the sensor has been considered. In the following paragraphs the

influence of the recording component of the sensor systems is pre-

sented and discussed.

187. Recorder effects on sensor resolution: As mentioned pre-

viously in the introduction to this part of the report, the output
signal from a thermel IR sensor can be recorded and displayed in a
variety of ways. The principal methods used and those discussed
herein are direct recording on photographic film, recording on analog
magnetic tape, and recording on digital magnetic tape. In all of
these recording methods, the signal can be first displayed on a CRY
screen for real-time viewing and confirmation of informational content.
Direct recording of the sensor output on photographic film is the

fastest, but least precise, means of displaying the information

gathered with the sensor. Recording on magnetic tape has significant

advantages in that more of the basic information (resolution) of the
sensor can be retained ‘and analyzed; however, it creates an additional
step to acquire a hard copy of the sensor output. Digital tape

recorders, because of their larger dynamic range, provide a more
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accurate record of the actual sensor output than anslog recorders.
Analog recorders provide a significant improvement in dynamic runge
over film, however, and they are easier to use in the aircraft
environment.

188. The primary point of interest is, specifically, how does
the means of recording the sensor output influence or degrade the
thermal resolution of the sensor? That is, what is the effective
minimum resolvable temperature difference (at a specified background
temperature and for a given wavelength band) when the entire sensor
system (senscr and recording components) is considered as a single
unit? The following paragraphs present simple, yet rational and
quantitative, criteria for evaluating the influence of recording
systems on overall thermal IR sensor system performance.

189. The main objective of the following analysis is to de~
termine how the various recording methods available influence the
effective thermal resoluticn of thermal IR sensors. An analysis of
the many phenomena involved could go 1o great depths and analytical
extremes; however, such sophistication would not benefit the majority
of potential users. Rather, a simple concept has been formulated %o
arrive at "resolution degradation indices" by considering the re-
cording system noise, sensor system noise, and sensor amplifier gain
values. The exact procedure for computing a resolution degradation

index is as follows:

a. Calculate recorder system noise.

b. Calculate or determine sensor gain,

¢. Calculate or determine sensor noise.

4. Compute total effective sensor system nuise.
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e. Divide total effective sensor system noise by sensor
noise to obtain the resolution degradation index.

190. The recording system noise is computed as if 8]l methods

of recording the sensor output were magnetic tape recorders. A full-
scale amplitude deflection of 3.0 v is assumed, and the recording

system noise voltage is computed by the simple relation:

recording system _ 3.0 v
noise voltage amplitude levels

where the number of amplitude levels (i.e. the number of amplitude

levels recordable) is determined from the relation

)(1/2)

(dynamic range

amplitude 10

levels =10
with the vecording system dynamic range given in decibels (db).

191. The sensor gain is determined by dividing 1.5 v (the mid-
range of the recorder amplitude scale) by the sensor output voltage
for a 300 K blackbody radiator target and clear summer atmospheric
conditions. The output voltages for a 300 K blackbody of a state-of-
the~art sensor system operating in the 3- to 5.5-pum and 8- to Llh-ym
wavelength bands were determined to be approximately 0.00033 v and
0.004% v, respectively, using the Specific Thermal IR Systems Simulation
Model. The resulting sensor gain values were approximately 4545 and
375 for the 3~ to 5.5-pm and 8- to LL-ym wavelength bands, respec-
tively. The sensor noise voltage for state-of-the-art thermal IR

sensors operating in the 3- to 5.5-um and 8- to 1l4-um wavelength

bands are approximately 5.61 x 10-6 v and 4.5 x :l.O"5 v, respectively
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(from the Specific Thermal IR Systems Simulation Model).
192. The total effective sensor system noise is computed by

the following relation:

"

. 2
recording system 1/2 .
. & sY . / total effective
noise voltage sensor noise - X
- + = sensor noise
sensor gain voltage

voltage

and the resoluticn degradation index is computed by simply dividing the
total effective sensor noise voltage by the original sensor noise
voltage.

163. The procedure outlined in the previous paragraphs was
applied to determine resolution degradation indices for digital mag-
netic tape recorders, analog magnetic tape recorders, direct recording
on film for analysis with densitometer procedures, and direct record-
ing on film for visual (eyeball) analysis. The resulting approximate
resolution degradation indices, the assumed dynamic range values, and

corresponding amplitude levels are:

Resolution
Assumed Degradation Index
Recording Dynamic Range Amplitude by Wavelength Band
System db Levels 3-5.5 ym  8-14 um
pigital tape
recorder 60 1c00 1.0 1.0
Analog tape
recorder Ly 158 1.25 1.50
¥ilm analysis
by densitometer 36 63 2.0 3.0
Film analysis
by visual
interpretation 2l 15 8.0 12.0

The resolution degradation indices presented above are intended as
guidance for assessing the effects of recording systems on sensor
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system resolution; they are approximate and should be congidered as
such. The actual effect is variable depending on a number of factors,
such as gain values, sensor noise, and recording system noise, that
change from flight to flight and sensor system to sensor system.

194, Use of the resolution degradation indices to compute
overall system resolution (for the general form of the Thermal IR
Systems Simulation Model) or overall system performance (for the
Specific Model form) is as follows: The overall or effective sensor
system thermal resolution is simply the product of the minimum de-
tectable apparent temperature difference (from the output of the
General Model form) and the appropriate resolution degradation index.
Thus, for the model output presented in paragraph 184, the effective
thermal resolution for an average background apparent temperature of
300 K and using an analog recording system (8- to lli-um band) is the
product of 0.55 and 1.5, or approximately 0.83 C. Going back to the
example feature and background discussed in paragraph 180, the thermal
resolution (in the 8- to 1lh-pm band) for an average background ap-
pavent temperature of 292 K is approximately (0.61 x 1.5) 0.92 C.
Comparison of the effective thermal resolution (0.92 C) to the feature-
background maximum apperent temperature contrast (0.80 C) reveals
that the overall system does not have adequate resolution to detect
the feature from the background when the analog recording system is
considered.

195, System performance as specified by the "voltage ratio" in
the output of the Specific Model is modified by dividing the voltage
ratio by the square root of the resolution degradation index to

obtain an effective voltage ratio, which includes the influence of
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the recording system on overall sensor system performance. From the
example in paragraph 184, division of the voltage ratio (1.088) by
the square root of the resolution degradation index (1.51/2 = 1,225)
representing the effect of an analog recorder (for the 8- to lh-pm
wavelength band) results in an effective voltage ratio of 0.89.

Since the effective voltage ratio is less than 1.0, it indicates that
the specified sensor with an analog recorder would nct be adequate to
detect the feature from the background. It is interesting to note
that for this example, similar results were obtained by both forms of
the Thermal IR Systems Simulation Model. The same resolution degrada-
tion indices are applied to the basic output of both model forms to
determine effective sensor system thermal resolution, The output

from the Specific Model form does not contain much additional informa-
tion; however, the output of the General Model form provides informa-
tion on sensor effective thermal resolution over a wide spectrum of
background temperature conditions.

Generation of graphics'
for mission planning

196. The previous paragraphs have emphasized the use of com-
puterized models for evaluating the potential performance of thermszl
IR sensor systems for specific data acquisition Jobs. Computer
facilities and, personnel trained in their use are at times not at
hand, and often inconvenient to use. For this reason the General
Model form of the Thermal IR Systems Simulation Model was used to
generate graphics defining the thermal resolution capabilities for
"state-of-the-art" sensors operating in the 3.0- to 5.5-um and 8- to

14~pm wavelength bands. Values for the sensor descriptor model
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inputs were selected that represent approximate "state-of-the-art"

operational capabilities for sensor systems (unclassified) currently

| available in commercial and military aircraft. The sensor descriptor
|
|

\ inputs were obtained from the literature and conversations with

commercial sensor designers. The following paragraphs present and

discuss the sensor input descriptors used, the predicted sensor

tions. The graphics are intended as general, yet quantitative,

!

l

l

| thermal resolution capabilities, and graphics summarizing the predic-
i

| guidance for plamning thermal IR imegery missions.

{
i
!

197.

The sensor descriptors input to the model are presented
: in Table 23. The model predictions for the mission planning graphics
\ were separated into groups representing sensors used in high-

I

performance (Jjet) aircraft and low-performance (propeller) aircraft.
I
{

The primary difference between these groups was the electrical band-

width value, which is commonly four times larger for high-performance

aircraft than for low-performence aircraft. In addition, three

different values for spatial resolution were considered, the values

spanning the spectrum of spatial resolution values normally en-

It

i

|

|

|

[ countered with currently available thermal IR sensor systems.
l

i should be emphasized at this point that although the subsequent model

predictions were limited to the simple combination of descriptor

signed to optimize their performance for a given aircraft. In this

values presented in Teble 23, individual sensor systems can be de-
t cage, their performance may indeed exceed the predicted values gen-
|
|
|
|

erated with the given inputs and the computer model. Nevertheless,

\ the thermal resolution vealues generated with the inputs shown in

‘ Teble 23 are representative of most systems availeble to both the
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private and military (nonstrategic) user for environmental appli-
cations. The data generated by the model are not representative of
sensors developed or under development that use detector arrays. In
addition to the sensor inputs, a clear (23~km visibility) haze condi-~
tion and a sensor altitude of 1.5 km were assumed for the model
execution. Predictions of sensor thermal resolution were made for
both the mid-latitude summer and mid-latitude winter atmospheric
models.

198. The model (General Model form of the Thermal IR Systems
Simulation Model) outputs for the previously defined input parameter
values were plotted to provide graphical tools for mission planning.
The graphs, which present the minimum detectable apparent temperature
difference as a function of background (or average terrain) apparent
temperature are presented in Plates 14 to 21. The sensor thermal
resolution curves and the resolution degradation indices included in
the plates can be used to compute the effective thermal resolution of
sensor systems (i.e. to include the effect of the means used to
record or display the sensor output). The model outputs from which
the graphice were derived are presented in Tables 24 to 31.

199. A quick review of the curves in Plates 14 to 21 reveals
that a consistent functional relstion exists between sensor thermsl
resolution (minimum detectable apparent temperature difference) and
background apparent temperature. Thermal resolution becomes signifi-
cantly better (the values become smaller) as the background apparent
temperature increases (this relation was previously mentioned. in
paragraph 184). Another obvious relation is that thermal resolution

(at a given background temperature) is- slightly better in winter than
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in summer. This is primerily because of differences in the atmo-
spheric constituent profile. It should be noted, however, that this
effect is somewhat nullified because the average terrain temperature
is significantly less in the winter than in summer (i.e. at mid-
latitude positions on the earth).

200. Perhaps the most obvious relation is that between sensor
thermal resolution and sensor spatial resolution. The thermal resolu-
tion, at a given background espparent temperature, increases signifi-
pantly with an increase in the size of the pixel area on the ground
viewed instantaneously by the sensor system. An increase in the
pixel area provides a corresponding increase in the energy impinging
on the detector (for a given pixel and time of observation), since
the energy from a larger ground area is collected by the optics and
integrated by the detector. Thus, a sensor system with a spatial
resolution of 1 mrad (all other things being equal) has a poorer
thermal resolution than & similar sensor with a 2-mred spatial resolu-
tion. Most sensor systems currently in use have spatial resolution
values from approximately 1 to 3 mrad. The S-mrad predicted values
of thermal resolution were included to demonstrate the potential
significance of sensor spatial resolution on sensor thermal resolution.
Clearly, the mission planner must make a trade-off between these two
important parameters. Additional aspects of spatial resolution will
be discussed in a later portion of the report.

201. Comparison of the thermal resolution curves for high-
performence sircraft (Plates 14, 15, 18, and 19) and corresponding
curves for low-performance aircraft (Plates 16, 17, 20, and 21) re-

veals that sensor systems designed for use in low-performance aircraft
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have slightly better thermal resolution values. The better thezmal
resolution occurs as a result of low system noise. The lower system
noise results from the smaller electrical bandwidth of sensors used

in low-performance aircraft (0.30 x 106 Hz as compared o approximately
1.25 x 106 Hz for high-performance aircraft).

202, An additional comparison is warranted between the sensor
systems operating in the 3- to 5.5-pm and 8- to 1l4-um wavelength
bands. Comparison of the summertime thermal resolution curves for
high-performance aircraft sensors in the 3~ to 5.5-pm wavelength band
(Plate 16) to corresponding curves for the 8- to 1ll-um wavelength
band (Plate 14) reveals that the thermal resolution of 3- to 5.5-um
sensors is better for warm or higher temperature conditions (e.g.
gbove 320 K), and the thermal resolution of 8- to 1lli-ym sensor systems
is better for cool or low temperatures (e.g. below 320 K). Thus, the
latter sensor systems work better for "cool" features and for feature
and background temperatures up to approximately 320 K. Sensor systems
operating in the former wavelenghh band are best for "hot" features
or feature and background temperatures above 320 K. It should be
emphasized again that it is the apparent temperatures of the fegture
and the background that are important with respect to thermal IR
sensor performance. This fact, coupled with the fact that most
terrain materials have ¢ values less than 1.0 (normally in the 0.70
to 0.95 range; see Table 32 for typical ¢ values (Reference 32))
makes the 8- to lh-ym wavelength band sensors the most versatile for
environmental data acquisition. However, in many cases, such as

definition of temperature variations within an effluent plume from an

industry or power plant, use of the 3- to 5.5-pm wavelength band sensor
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systems can provide a significant advantage. Similar relations as
discussed above occur for sensors used in low-performance aircraft.
203, Many times a sensor resolution parameter callea the
"noise equivalent temperature" and expressed as NEAT is used to
compare thermal IR sensor system performance. The NEAT is defined
as the change in absolute temperature (of a blackbody) required to
produce a signal-to-noise ratio of 1.0 in the sensor system (i.e. for
a given target temperature usually assumed to be 300 K). The minimum
detectable temperature difference parameter predicted by the General
Model form of the Therma® TR Systems Simulation Model (for a tempera-
ture of 300 K) is essent Lly equivalent to the NEAT parameter.
Thus, the ATmin paramete:. can be used as a convenient method to
compare the perfo wance of sensor systems. Use of NEAT or ATmin
to compare sensors should be done with the realization that the
comparison is being made for a blackbody radiator et 300 K temperature,
a very limited comparison at best. Nevertheless, the ATmin values
for the curves presented in Plates 14 to 21 were tabulated for con-
venience of comparing these values to those published for available
sensor systems (see Table 33). It is interesting to note that the
NEAT value cen vary significantly with respect to season. Pub-

lished NEAT values seldom consider atmospheric conditions or sensor

altitude.

qu high to fly

204. The best altitude for execution of a thermal IR imagery
mission is a trade-off between the size of the feature about which
information is desired and the total area to be imaged. For best re-

sults, the size of the pixel or the ground area viewed instantaneously
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by the sensor optics should be less than the size of the feature.

The pixel diemeter (assuming a circular pixel) is a function of
sensor altitude (height above the ground) and sensor spatial resolu-
tion. The diameter of the pixel is given by the relation (from the

computer model)

0.180 mr
- ot ottt
dpixel 2H tan ( oy ) (18)
where
dpixel = pixel diameter, m
H = sensor height above ground, m
mr = Sensor spatial resolution, mrad

The pixel diameter, d_. g assentially the resoivable ground

pixel ° 3
distance for the sensor. It is pertinent to point out, howevar, that
the resolvable ground distance is not always discernable on the
imagery with the unaided eye. This point will be discussed more in
subsequent paragraphs. The above relation for dpixel was used to
generate curves defining resolvable ground distance as a function of
sensor altitude and spatial resolution. The curves are presented in
Figures 26 and 27. The data in the figures are intended as a gujdance
for planning how high to fly a thermal IR imagery mission.

205. The total terrain area to be imaged can be a factor in
selecting the flight altitude and imagery scale. If a very large
area is to be imaged, it may be advantageous to obtain imagery at a
large scale so the number of flight lines and lengbth of film required

can be reduced to a manageable level. It should be emphasized, how-

ever, that the spatial resolution (ground resolvablg distance) required
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Figure 26. Sensor spatial resolution for altitudes up to 1000 m

for extracting the needed information from the imagery should be the

primary factor in selection of the mission altitude. The savings in

flight-time or film costs #will be to no avail if the imagery obtained
is inadequate for the original purpose of the mission. Obviously, a

trade-off must be made between ground resolvable distance and imagery
scale,

206. The imagery scale for thermal IR systems that record the
sensor output directly on film is a function of sensor height above
the ground, the total sensor scan width or scan angle, and the width
of the film on which the information is recorded. The relation can

be expressed as follows:
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Figure 27. Sensor spatial resoclution for altitudes
from 0 to 10,000 m
. 200H tan ¢
image scale = 7 (19)
w
where
H = sensor height above ground, m
¢ = one-~half the scan angle or total scan width, deg
fw = width of film, cm

The above equation was used to generate the data presented in Table 3L
and Figure 28, which relate imagery scale to sensor height above the
ground, scan width, and £ilm width for selected values of each. Scan
widths are typically 60 to 120 deg and film widths are typically T cm
(70-mm £ilm) or 12.7 em (5-in.-wide film), although others can be
used. The curves in Figure 28 are intended as general guidance for

planning thermal IR imagery missions. If Bensor systems are used that
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Figure 28. Thermal IR imagery scale as a function of altitude,
scan width, and film width

record the sensor output on magnetic tape and the tape is then used
to produce a photographic image, a variety of scale options are
aveilable since machine processing techniques can be used to produce
a multitude of products.

207. At this point it is pertinent to examine for a given set
of sensor descriptors the resolvable ground distance and imagery
scale. TFor example, a sensor system flown at 300 m above the ground
and having a 1.0-wrad spatial resolution has a resolvable ground
distance of approximately 0.30 m. If the cutput of the sensor is re-
corded on film 12.7 cm wide (for a 120~deg scan angle), the resulting
imagery has & scale of approximately 1:8200. The significance of the
1:8200 scale is that 1 om on the film represents approximately 8200 cm

on the ground. Thus, the resolvable ground distance (theoretical)
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of 0.30 m is represented by a mere 0.0037 cm or 37 pm, which is
roughly the order of magnitude of the EM energy wavelengths being
detected by the sensor! The 37-um distance is not easily depicted
with the unaided eye; however, since films commonly have silver
helide grains (crystals) with dimensions on the order of 0.1 to 5.0
um, the films have latent resolution capabilities adequate to record
the information. It requires sophisticated devices such as scanning
microdensitometers to use the spatial information inherent in the
film image. One such device, the Photomation Mark II system manu-
factured by Optronics International, Inc., used at the U. S. Army
Engineer Waterways Experiment Station is capable of examining the
spatial information of film transparencies with a 12.5-um scanning
spot size. It is important to realize, however, that the sensor
resolvable ground distance cannot always be observed physically on

the image by the unaided eye.

Example Application of Mission Planning Tools

Problem hypothesis

208. The following paragraphs illustrate the use of the thermal
IR mission plonning tools reported herein by designing a mission for
a hypothetica: problem. The problem concerns mapping the distribution
of major geologic conditions within a watershed to estimate watershed
response and loss rates. To keep the problem simple (so as not to
mesk the illustrations with unnecessary detail), the hypothetical
watershed is comprised of only two major geologic units, alluvium and
shale. The alluvium is considered to be fairly porous and permeable,

and the shale is nearly impervious. The desired product is a map
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showing the distribution of these geolopic units. The following
paragraphs address when, what, and how high to fly using the tools
presented herein.

When to fly

209. Time of year: The first question addressed is when %o

fly. The time of year has considerable influence on the mission
since the hypothetical watershed, hereafter termed watershed "H," is
snow covered from late fall to early spring. Thus, the imagery
cannot be obtained successfully during the winter months, The summer
months present a different problem. By midsummer the aliuvial and,
to some extent, the shale areas are covered with vegetation. The
presence of different types of density of vegetation on the different
geologic units may in itself supply a sufficient temperature contrast
between the respective areas to allow discrimination by thermal IR
systems. The reliance on vegetation differences to map geologic
variations places a great dependence on the consistency of the
vegetation-geologic unit relations. It would be more advantageous to
use a more direct measure of the geologic units,

210. During the late spring months, some vegetation is present;
however, the majority of the area is stiil quite barren from the
winter cold. The solar energy incident on the terrain suvface is
considerably greater than during the winter months and, thus, provides
the sdvantage of a higher average terrain temperature (resulting in
better sensor performance). For these reasons late spring is con-
sidered the best time of year for this particular mission.

211.. Time of day: Selection of the best time of day requires

knowledge of the diurnel variations in the temperature of the alluvium
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and shale. Figure 29 presents a late May temperature history for
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Figure 29. Temperature variations for
alluvium and shale as adapted from
Reference 33

alluvium and shale as adapted from Reference 33. Examination of the
curves in the figure reveals 'that the shale is consistently cooler
than the alluvium. The relatively cool temperature of the shale with
respect to the alluvium can be explained by the difference in ‘thermal
inertia of the two materials. The thermal inertia, a measure of the
resistance of a material surface to temperature change, is defined by

the relation (Reference 33)

thermal inertia = KpC
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vwhere
K = thermal conductivity
p = specific gravity
C = specific heat

The shale had a measured specific gravity of approximately 1.0 and
the alluvium, a corresponding value of approximately 1.3. The higher
thermal inertia of the alluvium caused those areas to react more
slowly to external temperature changes than the shale areas, thus
resulting in the alluvium having a higher temperature during predawn
hours.

212. Further examination of the curves in Figure 29 reveals
that the maximum temperature difference between the alluvium and
shale occurred between 0400 and 0600 hr during the night and between
1530 and 1630 hr during the daytime. Because of the additional
complications of the thermal regime during the daytime (see para-
graph 160), only the nighttime temperature contrast will be considered
further. Thus, the best time of day for the flight was selected to
be 0500 hr.

213, One additional note should be included concerning the time
of day for a mission. Most missions for acquiring imagery require a
considerable amount of time in the air, especially if a fairly large
ground aree is to be imaged. It is oifton necessary to compute the
total air time required to complete the mission (by considering number
of flight lines, total length of each flight line, and aircraft speed)
and compare this time period to temperature, data such as that shown
in Figure 29, to ensure that the entire area of interest can be imaged

within the time period of maximum temperature difference. For example,
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a flight that would require 1.5 hr for execution would fit well within
the 0400- to 0600-hr time of maximum temperature difference for the
alluvium and shale. The same mission may not be as successful if con-
ducted during the daytime (1530 to 1630 hr) because the temperatures
of the alluvium and shale are changing very rapidly during this period
and the temperature difference changes also. The imagery obtained
during afternoon hours may not be uniform from the beginning to the
end of the flight (i.e., the same gray tones will not necessarily
represent the same ground conditions at the beginning and at the end
of the mission).

What sensor system to fly

214, For the purpose of this example problem, the emissivity of
shale was assumed to be 0.75 and 0.92 for the 3~ to 5.5-um and 8- to
14-um wavelength bands, respectively. The emissivity of the alluvium
was assumed to be 0.75 and 0.93 for the two bands, respectively. From
the curves in Figure 29, the temperature of the shale and alluvium at
0500 hr were approximately 288.0 K (15.0 C) and 291.5 K (18.5 C),
respectively. Using equation E3 in Appendix E or the graphs in Fig-

vres El and E2, the apparent temperatures for the shale and alluvium

can be found %o be as follows:

Apparent Temperature, K

3—5 . 5 E} 8—11‘ Ml
Shale 281 282.9
Alluvium 285 286.9

From these data it is obvious that the apparent temperature difference
between the shale and alluvium is 4.0 C for both the 3- to 5.5-um and

8- to ll-um wavelength bands., The computed apparent temperature
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difference and average terrain apparent temperature (approximately
283 K for the 3- to 5.5-pm band and 285 K for the 8~ to Llh-pm band)
are the data needed to examine potential sensor systems for acquiring
the shale-alluvium distribution data for watershed "H."

215. For the purpose of this example problem the assumption
was made that three thermal IR scanner systems are available for use.
The available sensor systems (hereafter called sensor 1, sensor 2,

and sensor 3) have the following characteristics:

Wavelength  Spatial Y
Aircraft Sensitivity Resolution Recording
Sensor* Type {m mrad System
1 High performance 3-5.5 2.0 Film
2 High performance 8-1k 2.0 Film
3 Low performance 8-1k 2.0 Analog
recorder

* A1l have a scan angle width of 120 deg.

216. Examination of the appropriate thermal resolution-
background temperature curves in Plates 14 to 21 reveals that th
thermal resolution (minimum detec%able apparent temperature difference)
of the sensors for the appropriate average terrain (background) ap-
parent temperatures for the shale and clay are as follows for summer

atmospheric conditions:

Sensor Thermsl Resolution, °C
1 1.56
2 0.70
3 0.31

If the recording systems are considered, the effective thermsl
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resolution of the sensors (realizing that the film product from
“sensors 1 and 2 cén be interpreted visually or by a densitometer) can
be easily computed with the resolution degradation indices presented
in paragraph 198. The effective thermal resolution values for the

sensors were computed to be:

-

- Effective
Sensor Thermal Resolution, °C
1 (visual) 12.5
1 (densitometer) 3.1
2 (visual) 8.4
2 (densitemeter) 2.1

3 0.47

217. The apparent temperature difference for the shale and

alluvium was computed to be 4.0°C for both the 3- to 5.5-um and 8- to

" 1h-pm wavelength bands. Comparison of this value with the effective

thermal resolution values presented in the previous paragraph clearly
eliminates the use of sensors 1 and 2 if the imagery is interpreted
visually. Both sensors 1 and 2 would be adequate if the film was
interpreted with the aid of a densitometer. Sensor 2 would be better
than sensor 1 because of its significantly better effective thermal
resolution. Sensor 3 is clearly the best for the job with respect to
effective thermel resolution. The product from sensor 3 is an analog
magnetic tape, which will require an additional step to produce in-
terpretable imagery. The resources available to produce these images
in-house or to interpret the film output of sensor 2 with a densi-
tometer must be weighed to make this decision.

218. Another consideration is the time required to obtain the

imagery both from the previously discussed point of the time period of
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an acceptable temperature contrast and the cost per hour for con-
ducting the mission. The high~performance aircraft (sensor 2) would
be able to obbtain the imagery in a significantly shorter time than
the low-performance aircraft. TFor this reason, assuming that the
watershed is quite large, the high~performance aircrait (sensor 2)
combination may be the best compromice for the mission.

How high to fly

219. The best altitude for the mission can be selected only if
the precise size of the area to be imaged is known and the desired
ground resolution can be specified. The curves in Figures 27 and 28
provide a quick reference to determine the resolvable ground distance
and imagery scale as a function of aircraft altitude. A mission
flown with sensor 2 at an altitude of 3000 m would result in a re-
solvable ground distance of approximately 6 m and an imagery scale
(assuming a 12.5-cm-wide film is used) of approximately 1:40,000. A
single flight line would cover a terrain swath approximately S5-km

(approximately 3 miles) wide at this scale.
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PART VI: SUMMARY

220, The Photographic Systems Simulation Model and the Thermal
IR Systems Simulation Models provide a new dimension for systematic
evaluation of remote sensor performance and quantitative mission
design previously unavailable to personnel applying remote sensors to
civil engineering and environmental problems. The systems models and
the graphical products derived from the models allow selection of the
best (of those available) sensor system for a specific data acquisi-
tion problem by providing a means of quantitatively comparing the
expected performance of a variety of sensors for the specific data
needs. In addition, the models and derived products provide a means
of quantitatively planning the remote sensing mission to optimize the
informational content of the resulting imagery for the specific data
needs.,

221. The systems models consider\the major phenomens that in-
fluence the informational content of photographic and thermal IR
sensors imagery. As is usually the case, a variety of analytical
methods could have been used to riodel these phenomena. The methods
used were chosen to provide a comprehensive description of the phe-
nomena and yet minimize the number of hard-to-get inputs required to
execute the models. As such, the models were oriented toward the
people who apply remote sensors rather than those who design them.

222, The existing, on~the-machine forms of the systems models
have a variety of atmospheric condition-sensor altitude-sensor char-
acteristic combinations on file that can be used for general evalua-

tion and mission planning. e wvarisble combinations on file are
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intended to represent the spectrum of conditions that the user might

encounter or be interested in. It should be emphasized, however, that

the framework of the systems models has been designed to allow incor-
poration of the descriptors of additional sensor systems, atmospheric
conditions, ete., for more specific or detailed investigations. In
addition, simple modifications can be made to the analytical proce-
dures used to account for additional variables currently not con-
sidered or to change the method used to describe individual variables
presently incorporated in the models. The systems models as they are
reported are, thus, intended to be a first step towerd the total
capability desired by individual users.

223. Minimizing the inputs necessary for model execution re-
quired a number of simplifying assumptions concerning such items as
the interrelation of the complex atmospheric phenomena and the inter-
action of EM energy with sensor systems. These assumptions, in the
opinion of the author, do not significantly influence the relative
performance predictions output by the models. The simplifying
assumptions do limit the use of the models for such things as sensor
system design in that not all of the specific parameters used by
sensor designers are considered individually. The models and the
graphics derived from the models provide new and powerful tools that
will significantly enhance the cost-effectiveness of applying remote
sensing techniques to civil engineering and environmental problems,
such as those involved in predicting the hydrologic response of

watersheds. A detailed sensitivity analysis is currently being

conducted for both the Photographic and Thermal IR Systems Simulation
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Models to identify the input parameters that most influence the models'

outputs. The results of these studies will be documented in the near

fubture.
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SUPPLEMENTARY TABLES AND ?LATES

Table 1

Film Gamma (y) Values Used in the Model

Film No. Gamma, Yy Film Description
2402 1.65 Kodak Plus-X Aerographic
2403 1.30 Kodak Tri-~X Panchromatic
2448 2,00 Kodak Ektachrome MS Aerographic
2443 2.00 Kodak Aerochrome Infrared
2424 1.50 Kodak Infrared Aerographic
Table 2

Output of Specific Form of Thermai IR Systems Simulation Model

Temper- Temper-
ature Feature Voltage ature Background Voltage Noise Voltage
K Emissivity v K Emissivity v Voltage, v  Ratio
300.0 0.90 0.00270 303.9 0.85 0.00267 0.00001677 1.70036
LEGEND

Sensor Characteristic

Detector Type: HGCDTE

Detector Noise Voltage Index (volt/sqrt (Hertz)): 0.1000E-07
Electrical Bandwidth (Hertz): 0.1250£ 07

Spatial Resolution (milliradians): 2.5

Wavelength Band (micrometers): 14.9

Effective Aperture Area (cm?): 40.0

Peak Response (volt/watt): 0.2000E 04

Atmosphere Condition

Latitude~Season: Mid~latitude Summer
Haze (km): 23
Altitude (km): 1.5

If voltage ratio >1.0, detection is possible.
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Table 3

Qutput of General Form of Thermal
IR Systems Simulation Model

Background Minimum Detectable
Temperature Temperature Difference
K Emissivity °C

200.0 1.0 2.50

220.0 1.0 1.56

240.0 1.0 1,09

260.0 1.0 0.86

280.0 1.0 0.70

300.0 1.0 0.55

320.0 1.0 0.47

340.0 1.0 0.39

360.0 1.0 0.35

380.0 1.0 0.31

400,0 1.0 0.27
LEGEND:

Sensoxr Characteristics
Detector Type: HGCDTE
Detector Noise Voltage Index (volt/sqrt (Hertz)):

0.1000E-07

Electrical Bandwidth (Hertz): 0.1250E 07
Spatial Resolution (milligradiams): 2.0
Wavelength Band (micrometer): 14.0 - 8.0
Effective Aperature Area (cm?): 40.0
Peak Response (volt/watt): 2000.0

Atmosphere Condition

Latitude-Seasuvun: Mid-latitude Summer
Haze (km): 23

Altitude (km): 1.5
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Table 4
Film-Filter Combinations Considered

for Example Problem in Text

Film Number

2402

2403

2448

2443

2424

Filter Number

3 (Haze)
12 (Yellow)
47B (Blue)
58 (Green)
254 (Red)

3
12
47B
58
25A

3

3
12

12
25A
87C (Infruited)

898 (Infrared)
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Table 5
Photographic Systems Simulation Model Output

FEATURY — "BACRGROUND

EXPT FOR  EXPT FOR
D=1,0 D=g,0
FILMN FILTER  (SEC) (SEC)
2402 {2 0.001513 6,001326
2403 12 0,600463 0,000402
2402 478  0,018861 0,027418
2403 478 0.007943 0,011902
2402 58 0,011974 0,011754
2403 58 0,005833 0,005697
2402 2%, 0,002336 0,002013
2403 254  0,000617 0,000530
2402 3 n,001246 0,001135
2403 3 9,000404 0,000359
2448(C 3 0n,002424 0,002078
2448y 3 0,012483 0,016142
2448M 3 0,004812 0,00482%
2443C 3 0.005243 0,005006
2443y 3 0,002103 0,002143
2443M 3 0,601517 0,004306
2443C 12 0.,006393 0,00580%
2443y 42 0,003539 0,003312
24434 {2 0,001612 0,001382
2424 12 0,000701 0,000646
2424 254 0,000742 0,000684
2424 87C 0,004490 0,004473
2424 898 0,001080 0,004027
LEGEND

PEATURE SILT 10X MOISTURE CONTENT
BACKGROUNL CLAY 10X MOISTURE CONTENT
ATMOSPHERE MIDLATITUDE SUMMER HAZE»23 KM

ZENITH ANGLE

30 DESG,

DISTANCE Y0 SENSOR 1,50 KM
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FEATURE
DENSITY
(DF)

1,000000
1,000000
1,268085
1,228347
1,000000
1,000000
1,000000
1,000000
1,000000
{1,000000
1,000000
1,223302
1,0021414
1,000000
1,012247
1,000000
1,000000
1,000000
1,000000
1,000000
1,000000
1,000000
1,000000

BACKGROUND
DENSITY
(DB)

1,094529
1,079448
1,000000
1,000000
1,01330%
1,013401
1,106829
1,085560
1.067347
1,066434
1,132404
1,000000
1,000000
1,030200
1.000000
1:0976432
1,063316
1;043074
1,100234
1,071941
1.,070306
1,003164
1,043777

DF-nB

0,094529
0,079448
0.268085
0.228347
0,013305
0,013404
0,106829
0,085560
0,067347
0,066131
0,132404
0.,223302
0.002144
0.0302080
0,012217
0,0976%2
0.063316
0,043074
0,100234
0,071941
0,070306
0,003484
n.043727
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Table 6
Photographic Systems Simulation Model Output

PEATURE—BRUKGROUND

EXPT FOR EXPT FOR  FEATURE BACKGROUND
D=1.9 D=, 1) DENSITY DENSITY

FILMN FILTER (SEC) (SEC) (DF) (DB)

2402 12 0,001587 0,0031396 1,000000 1,092972
2403 12 0,000485 0,000423  1,000000 1,077492
2402 478  0,018408 0,024852 1,215096  1,000000
2403 478 0,007712.0 0,040628 1,181225  1,000000
2402 58 0.0142473 0,012245 1,000000 1,013245
2403 58 0.006077 0,005937 4,000000 1,013146
2402 254 0.002453 0.002120 1,000000 1.,104532
2403 254 0.,002647 0,000558 1,000000 1,083745
2402 3 0,001302 0,001187  1,000000 1,066053
2403 3 0,000423 0,300377 1,000000 1,064689
2448C 3 0,002540 0.,002188 1,000000 1,129356
2448y 3 0,012612 0.015800 1,195755 1,000000
2448M 3 6,005004 0.00501% 1.,001344  1,000000
2443C 3 0.,005479 0,005226 1,000000 1,03075%
2443Y 3 0.002477 0,002240 1,010056  1,000000
2443M 3 0.001594 0.004374 1,000000 1,095449
2443C 42 0,006731 0,306149 1,000000 1,062439
2443y 2 0.003698 0,003471 1,000000  1,041344
2443M {2 0.00169% 0,004455 1,000000 1.097943
2424 12 0.000738 0,000660 1,000n00 1.070545
2424 254  0,000781 0,000721 1,000000 1,069n38
2424 87¢  0,004705 0,004608 1,000000 1,003448
2424 898 0.001138 0,001083 1,000000 1,043051

LEGEND

FEATURE SILT 10% MOISTURE CONTENT
BACKGROUND CLAY 10% NOISTURE CONTENT
ATMOSPHERE MIDLATITUDE SUMMER HAZE=23 KM
2ENITH ANGLE 30 DEG,

DISTANCE 7O SENSOR 6,00 KM

1k9

DF-nB

0.,092072
0.07749%2
0.215096
0.181225
0.013245
0.013146
0.104532
0.0837145
0.0660%4
0.064689
0.1293%6
0+195755
0,001341
0.030755
0.01n0%56
0.095449
0.0621435
0041344
0:097943
0:,070545
0.069038
0.003148
0.0430%4
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FEATURE SILT 10% MOISTURE CONTENT
BACKGROUND CLAY 10%
ATMOSPFHFRE MIDLATITU

ZENITH ANGLE

DISTANCE YO SENSOR

30 DEG,

1.50 KM

150

MOISTURE CONTENT
DE SUMMER MAZE.5 KN

Table 7
Photgraphic Systems Simulation Model OQutput
; -+ "D
| EXPT FOR  EXPT FOR  FEATURE BACKGROUND
; D=1, 0 D=x1,0 DENSITY  DENSITY DF-p8
FILMN FILTER  (SEC) (SEC) (DF) (DB)
} 2402 12 0.002365 0,n02137 1,000000 1,072487 0.072487
! 2403 12 0,000728 0,000653 1,000000 1,061537 0,061537
| 2402 478 0,02886% 0,034237 1,122230  1,000000 0,122230
' 2403 478 0,012230 0,714699 1,103846  1,000000 0,1038%6
1 2402 58 0,017808 0,017539 1,000000 1,040922 0,010922
2403 58 0,008698 0,008542 1,000000 1,040191 0.01p191
{ 2402 25h  0,003692 0,003282 1,000000 1,084403 0,084403
2403 254 0.000978 §,000868 1,000000 1,067673 0.067673
{ 2402 3 0.001927 0,201789  1,000000 1’53368 0,053368
| 2403 S 0,000631 0,000576  1,000000 1051042 0.051942
| 2448¢C 3 0,003824 0,003304 1,000000 1,103635 0,103635
4 2448y 3 0:.017920 0,020462 1,115194 357000000 0.115192
| 2448y 3 0.007118 0,007113 1,000000  1,000659 0.0006%59
2443C 3 01007956  9,907609 1.200000  1702900% 0.029p0%
{ 2443y 3 0,003124 ¢,203142 1,003707 17000000 0,003707
f 24434 3 0:002397 0,002139 1,000000 1076609 0,076699
(5 2443c 42 0,009784 0,009053 1,000000 1,050559 ,050589
2443y 42 0,005349 0,005107 1,000000 13030080 @,03p089
24434 {2 0.002551 0,002261 1.000000 1,078578 0,078578
2424 12 0,001072 0,005i003 1,000000 1,05723% 0,057231
2424 254 0,001133 0,001062 1,000000 1,056413 0,054413
2424 87C  0,006605 0,0066664 1,000000 1,002486 0,002486
2424 898  0,001620 0,001563 1,000000 1,036464 0,034464
LEGEND
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Table 8
Photographic Systems Simulation Model Output

FEATURF  BACKGROUND
EXPYT FOR  EXPT FOR FEATURE BACKGROUND
D=1,0 Dz1,0 DENSITY  DENSITY DF-DB
FILMN FiLTER (SEC) (SEC) (DF) (DB)

2402 12 0.002475 0,002263 1.000000 1.064090 0,064090
2403 12 0,000764 0,000693 1,000000 1,054694 0,054694
2402 478 0.,027654 0,031129 1,084840  1,000000 0.084810
2403 47B  0,011658 0,013232 1,07£502 1,000000 0.071582
2402 58 0,018044 0,017805 1,000000 1,009577 0.009577
2403 58 0,008811 0,008675 1,000000 1,008788 0.0087§8
2402 25A  0,003%906 0,003514 1,000000 1,075882 0.075882
2403 254 0,001034 0,000929 1,000000 1,060837 0,060837

2402 3 0,001997 0,001869 1,000000 1.047264 0.047264
2403 3 0,000658 0,000607 1,000000 1046126 0.046126
2448¢ 3 0,004028 0,003624 1,000000 1,092584 0.092584
2448y 3 0,017438 0,019248 1,08%798 1,000000 0,085798
2448M 3 0.007176 0,007167 1,000000 1,001041 0,003041
2443¢C 3 0.008328 0,00799%0 1,000000 1,026953 0.0269%3
2443y 3 0,003141 0,003151 1.,002000 1,000000 0,002000
2443M 3 0.002525 0,002273 1,000000 1,068488 0.068488

2443C 12 0,010409 0.,009701 1,000000 1,04588¢ 0.045882
2443y {2 0,005458 0,005249 1,000000 1,025392 0,025392
24434 {2 0.002690 0,002415 1,000000 1,070296 0,07029%6
2424 12 0,001144 0.001077 1,000000 1,0%2092 0.052092
2424 254 0,001247 0,001143 1,000000 1,051563 0,051563
2424 876 0,007170 0,007151 {,000000 1,002306 0.002306
2424 898 0,001750 0,001664 1,000000 1033667 0,033667

LEGEND

FEATURE SILT 10% MOISTURE CONTENT
BACKGROUND CLAY 10% MOISTURE CONTENT
ATMOSPHERE MIDLATITUDE SUMMER HAZEe5 XM
ZENITH ANGLE 30 DEG,

DISTANCE TO SENSOR 6,00 KM
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Table 9
Photographic Systems Simulation Model Output

T FEATURE BAGKGKOUND
EXPT FOR EXPY FOR FEATURE BACKGROUND
D=1,0 D=1,0 DENSITY  DENSITY DF~DB
FILMN FIL¥ER  (SEC) (SEC) (DF) (0B)
2402 12 0,002860 0,002069 1,000000 13232050 0.,2320%0
2403 12 0,000877 0,000626 1,000000 1,190846 0.,19p816
2402 479 0,034231 0,042717 1,158703  1,0060000 0.158703
2403 478  0,014383 0,018517 1,142644  1,000000 0.142634
2402 58 0,022057 0,018666 1,000000 1,119622 0.,119622
2403 58 0,010734 0,009054 1,000000 1,096101 0,096101
2402 254 0,004475 0,003117 1,000000 1,259p56 0.259056
2403 254 0,001181 0,000821 1,000000 1,205028 0.,205028
2402 3 0.002342 0,001775 1.000000 1,198640 0.198640
2403 3 0,000763 0,000564 1,000000  1,174439 0.174139
z::gc g 0.004203 0.,003234 1,000000 1,307297 0,307297
2448Y 0,022621 0,025927 1,118450 L0000 0.,1184
2448 3 0,008837 0.007653  &lso00ay Si099000 0.i1813¢
2443¢C 3 0.009834 0,007798 1,000000 1,151114 0.4511€4
2443y 3 0:.003856 0,003409 1,000000 1,080354 0,08p354
2443M 3 0,002886 0,002030 1,000000 1,229352 0,2293%2
2443¢c 12 0,012074 0,3090604 1,000000 1,1914508 §.161188
2443y 42~ 0,006523 0,005252  1,000000 1,141099 0.141099
24434 {2 0.,003070 9,002147 {,000000 1232891 9,2328%1%
2424 12 0,001316 0,001010 1,000000  1,230470 0.,230170
2424 254 0,001394 0,001070  1,000000 1,230068 0.230068
2424 87¢  0,008253 0,007354 1,000000 1,100438 0.400438
2424 B98  0.002008 0,004617 .,0000600 1,187888 (,187888
LEGEND

FEATURE "SILY 20X MOISTURE CONTER?

BACKGROUND CLAY 20% MOJSTURE CONTENY

ATMOSPHERE MIDLATITUDE SUMMER HAZE=23 KM

ZENTTH ANGLE

30 DEG,

DISTANCE TO SENSOR 1,50 KM

s 1 A
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Table 10
Photographic Systems Simulation Model Output

TEATURE — BACKGROUND
EXPT FOR EXPT FoOR
D=4,0 =1,0
FILMN FILTER (SEC) (SEC)

2402 12 0,002921 0,002145
2403 12 0.,000898 06,0006%0
2402 478 0,029552 0,034505
2403 478 0.012263 0,014623
2402 58 0.,021946 0,018836
2403 58 0,010681 0.00914%

s e e o e e

2402  25A  0,004604 0,003249

2403 254 0,001234 0,000855

2402 I 0.002364 0,001819

| 2403 3 0.,000775 0,000578

t 2448C 3 0,004721 0,003361

' 2448y 3 0,021024 0,023467
24484 3 0,008748 0,007705

2443¢ 3 0,009973 0,007991

; 2443y 3 0,003782 0,0033H2
P 24434 3 0,002959 0,002110

2443¢ 12 0.,012506 0,009430
2443y 12 0:,006542 0,005356
2443M 12 0,00315¢4 0,002235
2424 12 0,001366 0,001054
2424 254 0.001449 0,001170
2424 87¢ 0.,008578 6.007654
2424 898 0:002094 0,001695

LEGEND

FEATURE SILT 20% MOISTURE CONTENT
BACKGROUND CLAY 20% MOISTURE CONTENT
§ ATMOSFHERE MIDLATITUDE SUMMER HA4ZEe-
| ZENITH ANGLE 30 DEG,

DISTANCE TO SENSOR 6,00 KM

153

FEATURE BACKGROUND

DENSITY
{bF)

1,000000
1,000000
1.112015
1,099381
1,000000
1,000n00
1,0000n00
1,000000
1,000n00
1,000000
1,000000
1,095473
1,000000
1,000000
1,000000
1,0000n00
1,000000
1.000000
1,000000
1,000000
1,000000
1,000000
1;000000

23 KM

DENSITY
(DB)

1,221322
1,182637
1,000000
1,000000
1,109504
1.087904
1,249860
1.,197743
1,187594
1.,165607
1,295445
1,000000
1,110218
1.144307
1,072976
1,220247
1,185259
1,130212
1,223925
1,223722
1,224182
1,098607
1.183882

DF~DB

0,221322
0.182637
0.112015
0,099381
0,109504
0.087904
0.,249860
0,197713
0,187594
0,165607
0,295115
0,095473
0.110218
0.144307
0.072976
0.220247
0.1852%9
0,1302%2
0.223925
0,224722
0.224182
0,098607
0,183882
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Table 11
Photograpic Systems Simulation Meodel Output

TEATURE BACKGROGUND
EXPT FOR  EXPY FOR FEATURE BACKGROUND
D=1,0 Nsi,0 DENS1TY DENSITY
FILMN FILTER (SEC) (SEC) (DF) (DB}

2402 12 0,003650 0,302954 1,000000 1,151659
2403 12 0,0012.34 0,000906 1,000000 1.126852
24072 478 0.0378%8 0,0140644 1,050890  1,000000
2403 A7B 0.,015906 0,017285 1,046929  1,000000
2402 58 0,025369 0,0231€6 1,000000 1,065099
2403 58 0,012370 0,011287 1,000000 1,051724
2402 254 0,005896 ©0,304593 1,000000  13,179¢29
2403 25 0,001561 0,001214 1,000000 1,141549

2443y 0,004389 0,004104 1,000000 1,043769
2443M 0.00377¢4 0.002972 1,000000 1,155235
2443C 12 0,015754 0,042783 1,000000 1,136146
2443y 42 0,007701 0,006829 1,000000 1078332
24434 12 n,004925 0,003157 1,000000 1,158254
2424 12 0,001739 0,001436 1,000000 1,166660
2424 254 0,00185% 0,004525 1,000000 1,168€56
2424 87C  0.,011043 0,01009¢ 1,000000 1,0783593
2424 898  0.,002680 0,002273 1,000000 1,143156

2402 3 n,002911 0,002440 1,000000 1,126544

2403 3 0.,000969 0,000792 15000000  1,113745

2448C 3 0,006012 0,004733 1,000000 1,207690

2448Y 3 0,023867 0,025140 1,0451437 _.000000

2448M 3 0,010027 0,009322 1,000000 1063328

2443C g 0,012361 0,010513 1,000000 1,105499
3

LEGEND

FPEATURE SILY 20X MOISTURE CONTENT
BACKGROUND CLAY 20X MO1STURE CONTENY
ATMOSPHERE MIDLATITUDE SUMMER HAZE~5 KM
ZENITR ANGLE 30 DEG,

DISTANCE TO SENSOR 1,50 KM

15k

DF-pB

0,151659
0.,1268%2
0.050890
0.046929
0,065099
00051724
0.179029
0.141549
0.126544
0.113745
0.,20769%90
0.,045137
D.063328
0,105499
0.,043769
0.455235
0,136146
0.078332
1.158254
0.1666680
0.168656
0.0783%3
0.,143156
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Table 12
Yhotographic Systems Simulation Model Output

FILMN FILTER

2402
2403
2402
2403
2402
2403
2402
2403
2402
2403
2448C
2448Y
2448M
2443C
2443y
2443M
24430
2443Y
2443M
2424
2424
2424
2424

LEGEND

12
12
478
478

LIS R,
WL T
» »>

FEATORE " BXCKGROUUND

EXPT F'OR
D1, 0
(SEC)

0,013579
0,001117
0,933402
0.013962
0,023898
0,011650
1,005869
0.,001553
0,002817
0.000946
0005948
0.021515
0,009391
6:.012156
0,004097
0,003730
0,015868
0,007313
0.003989
0,001765
06.001886
0,011403
0,002755

EXPT FOR
Dz1,0
({SEC)

0,002997
0,000924
0,034942
0.014724
0,022262
0,010848
0.,004737
0,001252
0,002434
0,000799
0,004855
0,022304
0,008879
0,010588
0,003889
0,003047
0,01323¢
0,006653
0,003244
0.001492
0,001589
0,010505
0,002378

FEATURE SILT 20X MOISTURE CONTENT
BACKGROUND CLAY 20% MOISTURE CONTENT
ATMOSPHERE MIDLATITUDE SUMMER HAZEe5 KM

2ENITH ANGLE
DISTANCE TO SENSOR

30 DEG,

6,00 KM

155

FEATURE BACKGROUND

DENSITY
(DF)

1,000000
1,000000
1,032303
1,029970
1,000000
1,000000
1,000000
1,000000
1,000000
1.,000000
1,000000
1,031289
1,000000
1.,000000
1,000000
1,000000
1,000000
1,000000
1,000000
1,000000
1,000000
1,000000
1,000000

DENSITY
(DB)

1.427058
1.107036
1,000000
1,000000
1,050833
1,040270
1,153549
1,121357
1,104634
1,095113
1.,176419
1,000000
1,048690
1,089971
1,034026
1,131921
1,118456
1.061638
1.134755
1.146294
1,148851
1,071237
1.128082

DF-p8

0,1270%8
0,107036
0,032303
0.029970
0,050833
0.04027%0
0:1535‘9
00121357
0,104634
0,095143
0.176419
0,031289 *
0.04869%0
0.089971
0,034026
0.131921 g
0,118456
0,061638
0,134755
0,146294
0.,148851
0,071237
0.128082
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Table 13
Photographic Syetems Simulation Model Output

RE—BACHERUUND
gEXPT FOR  EXPT FOR

.

FEATURE BACKGROUND

D=zt 0 D=4,0 DENSITY DENSITY DF-pB8
FILMN FILTER  (SEQ) (SECY {DF) (DB)
2402 " 42 3,003253 0,002769 1,000000 1,113452 0,1154%2
2403 12 0,000994 0,300841 1,000000 1,094557 0.,0945%7
2402 478 0.040015 0,043502 4 ,059879  1,000000 0,059879
2403 478 0,046875 0,018632 1,055946 10000008 0,095916
2402 58 0.025749 0,023344 1,00000Q 1070259 0.0702%9
2403 59 0,012571 0,011386 1,000000 1,055908 0.955944
2402 254  0,0049%% 0,004478 {,000000 1127469 0.127449
2403 254 0,001320 0,001103 1,000000 1,101004 0,101004
2402 3 0,002674 0,002321 1.,000000 1104385 0.101385
2403 773 0,000868 0,000743 i,000000 1087418 0,087418
2448¢C 3 0,005203 0,004373 1,000000 1,150984 0.150994
2448Y 3 0,026283 0,026624 1,011198  1,000000 0.,011198
»438M° 3 0.010352 0,009483 {,000000 1,076097 0.076097
2443C 3 0,010876 0,0098%59 1,000000 1,063944 0,063944
2443y 3 0.004516 ©0,004173 1,000000 1,05153¢ 0,051534
4438 Y 0,003258 0,00%740 1,000000 1,142837 0.1120%7
2443C 42 0,013214 0,011733 1,000000 1,077542 0.077542
24437 12 0.007667 0,006830 $,000000 1,075300 0,0753440
SEEIN-L{2 T 0,003462 0,002904 1,000000 1514440€ 7 0,174401
2424 12 0,001432 0,301314 1,060000  1,074846 0,074816
2424 254 0,001509 0,001368 1,000000 4,072%25 0,072525
2324 " T8TE T 0,008759 6,009369 " 1,058439 17660060 ~0,058499
2424 898  0,002154 0,002073 1,000000  4,032466 0,032446
LEGEND
'iKTUhE"“STtT|30X*HOISTURE GONTENT -7 i .
BACKGROUND CLAY 30% MOISTURE CONTENT
ATMOSPHERE MIDLATITUDE SUMMER HAZEs23 KM
FENTYH ANGLE = 30 DEG, - A e e e e T T
DISTANCE TO SENSOR 1,50 KM

156
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FILMN

2402
2403
2402
2403
2402
2403
2402
2403
2402
2403
2448¢C
2448Y
2448N
2443C
2443y
24434
2443C
2443y
2443M
2424
2424
2424
2424

LEGEND

Table 14
Photographic Systems Simulation Model Qutput

T FEATURE  ~BACKEROUND

FILTER

12
12
478
478
58
58
254
25A

EXPT FOR
D=1,0
(SEC)

N.003296
0.001010
0,033035
0013739
0:,025203
6,012302
0,005109
0,001350
0:,00267Q
0,000873
0,005302
0,023739
0,010065
0,010948
0,004344
0,003319
N.013638
0,007572
0,003532
N,001462
0.001565
0,0809098
0,002243

EXPY FOR
D=1,0
(SEC)

0,002831
0,000862
0,034978
0,01469¢
0,0230854
0,311259
0.00431:9
0,001137
0,002344
0,300755
0,004494
0,02397¢
0,009313
0,909982
0,00405¢
0,002814
0,0121€3
0,006820
0,002958
0,001364
0,001444
0,009719
0,002164

FEATYURE SILT 30X MOISTURE CONTENT
BACKGROUND
ATMOSPHERE

IRNITH ANGLE

30 DEG,

DISTANCE TO SENSOR 6,00 KM

157

FEATURE
DENSITY
(DF)

1,000000
1,000000
1,040989
1,031819
14000000
1,000000
1,000000
1,000000
1,000000
1.000000
1,000000
1,008643
1,000000
1,000000
1,000000
1,000000
1,000000
1,000000
1,000000
1,000000
1,000000
1,057311%
1,000000

CLAY 30% MOISTURE CONTENT
MIDLATITUDE SUMMER HAZEe23 KM

BACKGROUND
DENSITY
{08

1,108878
1,089580
1,000000
1,000000
1,062949
1,050045
1,122010
1.096646
1,094287
1,082073
1,143644
1,000000
1.067465
1,060470
1.045464
1,107364
1.,074577
1,068146
1,109023
1,071996
1.,070026
1,000000
1,031262

DF~pe

0,108878
0,080580
0-040959
0.037849
000629*9
04050045
0.1220%0
0:096646
0,094287
0,082073
0.143644
0.008643
0.067465
0.06p170
0.045464
0.107364
0.,074577
0.068146
0,109023
0,07199%6
0.,07p0%6
0.0573151
0'031262

5 Ol gvus aam
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Table 15
Photographic Systems Simulation Model Output

CEATURE __RACKGROUND

EXPT FOR  EXPT FOR  FEATURE BACKGROUND

Da1,0 Dz1,0 DENSITY  DENSITY DF-DB
FILMN FILTER  (SEC) (SEC)- (DF) (DB)

2402 12 0,003936 0,003574 1,000000 1,069692 0,069692
2403 12 0001222 0,001102 1,000006 1,058258 0,0582%8
2402 478 0,040024 0,041018 1,047567  1,000000 0,017567
2403 478 0.,016820 0,017336 1,01%063 1,000000 0.017063
2402 58 0,027334 0,026055 1,600000 1,034322 0034332
2403 58 0,013350 0,012726 1,000000 1,027029 0.027029
2402 254 0,006317 0,005630 1,000000 1,08253% 0,082531
2403 25A  0,001674 0,001494 1,000000 1,065266 0.065266
2402 0,003133 0,002885 1,000000 1,059115 0,059115
2403 0,001043 0,000951 1,000000 1,052613 0.,052613
2448C 0,006483 0,005813 1,000000 1,094784 0.094784
2448Y 0,025306 0,025409 1,003548 1,000000 0,003518
2448M 0,010799 0,010366 1,000000 1,035608 0,035608
2443C 0,013120 0,012324 1,000000 1,040764 0.040764
2443y 0,004724 0,004548 1,000000 1,024710 0,0247%0
2443M 0,004063 0,003644 1,000000 1,070994 0,070994
2443C 12 0.016723 0,015453 1,000000 1,051430 9.051430
2443y 32 0,008352 0,007883 1,000000 1,03762% 0,037621
24434 12 0,004337 0,003881 1,000000 15072342 0,072342
2424 12 0,001843 0,001741 1,000000 1.,049446 0,049446
2424 250  0,001958 0,00185% 1,000000 1.048745 0.048745
2424 876 0,011565 0,012182 1,045149  1,000000 0.,045119
2424 898 0,002824 0,002754 1,000000 1,022469 0,022469

LN WU LW

LEGEND

FEATURE SILT 30X MOISTURE CONTENT
BACKGROUND CLAY 30X MOISTURE CONTENT
ATMOSPHERE MIDLATITUDE SUMMER WAJE=5 KM
ZENITH aANGLE 30 DEG,

DISTANCE TO SENSOR 1,50 KM
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Table 16
Photograplilc Systems Simultion Modei Output

; FEATURE  BACKGROUND

; EXPT FOR  EXPY FON  FEATURE BACKGROUND

; D=1,0 D=y, 0 DENSITY  DENSITY DFepB

: FILMN FILTER  (SEC) (SEC) (DF) (DB)
2402 12 0,003804 0,003512 1,000000 1,657056 0,0570%56

E 2403 42 0,001187 0,001090  1,000000 1,048063 0,048063
2402 478 0:03464%5 (¢,035175 1,010893 1,000000 0.010893

4 2403 478 0,014478 0,014755% 1,010740  1,000000 ©0,0197%6
2402 LX) 0,025285 0,02438% 1,000000 1026089 0.026089
2403 58 0.,012341, 0,011901 1,000000 1,020488 0,020p488
2402 25\ 0,006217 0,005643 1,000000 1.,069378 0,069378
2403 254  0,001646 0,001494 1,000000 1,054826 0,054826
2402 3 0.00278¢ 0,002794 1,000000 1.047681 0,047681
2403 3 0.,001004 0,000930 1,000000 1,042966 0,042966
2448¢C 3 0,006330 0,005782 1,000000 1,078736 0.,078736
2448Y 3 0,022412 (,022472 1,002310 1000000 0,0023%0
2448M 3 0,009927 0,009627 1,000000 1,026678 0,026678
2443C 3 0,012762 0,012116 1,000000 1,033878 0,033878
2443Y 3 0,004329 0,004207 1,000000 1,018606 u.018606
2443M 3 0,003968 0,003624 1,000000 1,059011 0.0%9011
2443C i2 0,016695 0,015610 1,000000 1,043787 0,043787
2443y 42 04007782 0,007445 1,000000 1,028847 0,028847
2443M {2 0.004244 0,003869 1,000000 1,060267 0,060267
2424 12 0.001855 0,001767 1,000000 1,042228 0,042228
2424 25A  0,001980 0,001887 1,000000 1.044901 0.,041901
2424 87C 0.,011889 0,012458 1,040582  1,000000 0,040582
2424 898 0.002886 9,002822 1,000000 1,049370 0.019370
LEGEND

FEATURE SILT 30X MOISTURE CONTENT
BACKGROUND CLAY 30X MOISTURE CONTENT
ATMOSPHERE MIDLATITUDE SUMMER HAZEe5 KM
ZENITH ANGLE 30 DEG,

DISTANCE TO SENSOR 6,00 KM
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Table 17

Yalues of Transfer Function for Nomogram by Filter Type and

Wavelength Band, Kodak Infraved Aerographic Film No, 2424,
Summer Season

[y

Haze

Clear

Hazy

Clear

Solar Alti- A :
Zenith tude Filter Type :
deg  _kn 12 25A 87¢C 898

Wavelength Band, 0.4-0.5 um

g e i g

0.0029 0
0.0027 0
0.0025 0
0.0023 0
0.0027 0
0.0025 0
0:0024 0
0.0022 0
0.0019 0
0.0017 0
0.0016 0
0.0015 0
0.0008 0
0
0
0
0
0
0
0
0
0
0
0
0‘

-

[o
WA WEHEUBOWE

30

60

[

0.0007
0.0006
0.0006
0.0007
0.0006
0.0006
0.0005
0.0003
0.0002
0.0002
0.0002

Wavelength Band,

H
v

o ® & ® o e+ o e ® o e o 6 ® e ® © o

30

MOOoOULNMNOODULINDOOUBMMDOOULMNOOWUBMINOOW

60

[
Mo WH WO WK

[N
COO0OO0OCOOOOOOODOODODOOO0OOOOOC

OO OOOO0OO0OOO0OOCO0CO0OO0OO0ODOOO0O

5-0.58 um

0.0152 0.0005
0.0144 0.9005
0.0139 0.0005
0.0130 €.0005
0.0144 0.0005
0.0136 0.0005
0.0131 0.0005
0.0122 0.0004

{Continued)

e o o

msoowmpMpOOWm

30
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MW WL W
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Table 17 (Continued)

Solar Alei-

Zenith tude Filter Type
Haze deg km 12 25A 87C 89B

Wavelength Band, 0.5-0.58 um (Continued)

Clear 60 1.5 0.0105 0.0004 0 0
3.0 0.0100 0.0004 0 0
6.0 0.0096 0.0003 0 0
15.2 0.0090 0.0003 0 0
Hazy 0 1.5 0.0050 0.0002 0 0
3.0 0.0043 0.0002 0 0
6.0 0.0041 0.0002 0 0
15.2 0.0038 0.0001 0 0
30 1.5 0.0043 0.0002 0 0
3.0 0.0037 0.0001 0 0
6.0 0.0035 0.0001 0 0
15.2 0.0033 0.0001 0 0
60 1.5 0.0019 0.0001 0 0
3.0 0.0017 0.0001 0 0
6.0 0.0016 0.0001 0 0
15.2 0.0015 0.0001 0 0
Wavelength Band, 0,58-0.68 ym
Clear 0 1.5 0.0650 0.0558 0 0
3.0 0.0622 0.0535 0 0
6.0 0.0603 0.0519 0 0
15.2 0.0574 0.0495 0 0
30 1.5 0.0620 0.0533 0 0
3.0 0.0594 0.0511 0 0
6.0 0.0576 0.0496 0 0
15.2 0.0548 0.0473 0 0
60 1.5 0.0480 0.0416 0 0
3.0 0.0460 0.0398 0 0
6.0 0.0446 0.0386 0 0
15.2 0.0425 0.0368 0 0
Hazy 0 1.5 0.0236 0.0205 0 0
3.0 0.0208 0.0180 0 0
6.0 0.0199 0.0173 0 0
15.2 ‘0.0189: 0.0164 0 0
30 1.5 0.0208 ‘0.0180 0 0
3.0 0.0183 0.0159 0 0
6.0 0.0175 0.0152 0 0
15.2 0.0167 0.0145 0 0
(Continued)
(Sheet 2 of 4)
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Table 17 (Continued)

Solar Alti-
Zenith tude Filter Type
Haze deg km 12 25A 87C 89B
Wavelength Band, 0.58-0.68 um (Continued)
Hazy 60 1.5 0.0104 0.0091 0 0
3.0 0.0091 0.0080 0 0
6.0 0.0087 0.0077 0 0
15.2 0.0083 0.0073 0 0
Wavelength Band, 0.68~0.80 ym
Clear 0 1.5 0.1105 0.1111 0.0004 0.0717
3.0 0.1060 0.1065 0.0004 0.0688
6.0 0.1031 0.1037 0.0003 0.0669
15.2 0.0994 0.1000 0.0003 0.0646
30 1.5 0.1063 0.1069 0.0004 0.0691
3.0 0.1020 0.1025 0.0003 0.0662
6.0 0.0993 0.0998 0.0003 0.0645
15.2 0.0957 0.0962 0.0003 0.0622
60 1.5 0.0865 0.0869 0.0003 0.0564
3.0 0.0830 0.0834 0.0003 0.0542
6.0 0.0808 0.0812 0.0003 0.0528
15.2 0.0780 0.0784 0.0003 0.0509
Hazy 0 1.5 0.0462 0.0465 0.0002 0.0302
3.0 0.0412 0.0414 0.0002 0.0270
6.0 0.0396 0.0398 0.0001 0.0259
15.2 0.0382 0.C384 0:0001 0.0250
30 1.5 0.0414 0.0417 0.0002 0.0272
3.0 0.0369 0.0371 0.0001 0.0243
6.0 0.0355 0.0357 0.0001 0.0233
15.2 0.0342 0.0344 0.0001 0.0225
60 1.5 0.0229 0.0230 0.0001 0.0152
3.0 0.0204 0.0206 0.0001 0.0136
6.0 0.0197 0.0198 0.0001 0.0131
15.2 0.0190 0.0191 0.0001 0.0126
Wavelength Band, 0.80-0.93 ym
Clear 0 1.5 0.0912 0.0911 0.0369 0.0936
3.0 0.0878 0.0877 0.0356 0.0901
6.0 0.0859 0.0859 0.0349 0.0882
15.2 0.0837 ¢.0836 0.0340 0.0859
(Continued)
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Table 17 (Concluded)

Solar Alti-
Zenith tude Filter Type

Haze =~ _ deg km 12 20A 8¢ _89B

Wavelength Band, 0.80-0.93 um (Continued)
Clear 30 1.5 0.0882 0.0882 0.0357 0.0905
3.0 0.0849% 0.0849 0.0345 0.0872
6.0 0.0831 0.0831 0.0334 0.0853
15.2 0.0810 0.0809 0.0329 0.0831
60 1.5 0.0738 0.0738 0.0301 0.0757
3.0 0.0711 0.0711 0.0290 0.0730
6.0 0.0696 0.0696 0.0285 0.0715
15.2 0.0678 0.0678 0.0278 0.0696
Hazy 0 1.5 0.0415 0.0414 0.0159 0.0426
3.0 0.0374 0.C374 0.0153 0.0384
6.0 0.0362 0.0362 0.0148 0.0372
15.2 0.0353 0.0352 0.0145 0.0362
30 1.5 0.0377 0.0376 0.0154 0.0387
3.0 0.0340 0.0340 0,0140 0.0349
6.0 0.0329 0.0329 0.0135 0.6338
15.2 0.0320 0.0320 0.0132 0.0329
60 1.5 0.022¢ 0.0224 0.0093 ¢.0230
3.0 0.0202 0.0202 0.0084 0.0207
6.0 0.0196 0.0195 0.0081 0.0201
15.2 0.0190 0.0190 0.0079 0.0196

(Sheet 4 of 4)
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Table 19

Values of Transfer Function for Nomogram by Emulsion Filter Type
and Wavelength Band, Kodak Aerochrome Infrared Film No. 2443,
Summer Season

Solar Alti- Emulsion Filter Type
Zenith tude Cyan Yellow Magenta
Haze deg km None 12 None 12 None 12

Wavelength Band, 0.4-0.5 um

Clear 0 1.5 0.0576 O 0.1097 0.0004 0.0178 O
3.0 0.0530 0 0.1014 0.0004 0.0163 O
6.0 0.0490 0 0.0943 0.0003 0.0150 O
15.2 0.0433 0 0.0843 0.0003 0.0132 O
30 1.5 0.0529 0 0.1012 0,0004 0.0163 O
3.0 0.0487 0 0.0936 0.0003 0.0150 O
6.0 0.0450 0 0.0871 ©.0003 0.0137 O
15.2 0.0398 © 0.0779 0.0003 0.0121 O
60 1.5 0.0332 0 0.0655 0.0002 0.0100 O
3.0 0.0306 0 0.0606 0.0002 0.0092 O
6.0 0.0283 0 0.0564 0.0002 0.0085 O
15.2 0.0251 0 0.0505 0.0002 0.0075 O
Hazy 0 1.5 0.0149 O 0.0294 0.0001 0.0045 O
3.0 0.0123 0 0.0243 0.00G). 0.0037 O
6.0 0.0111 O 0.0221 0.0C0L 0.0033 O
15.2 0.0098 0 0.0199 0.0001 0.0022 O
30 1.5 0.0123 0 0.0244 0.0001 0.0037 0
3.0 0.0101 O 0.0202 0.00601L 0.0030 O
6.0 6.0091 0 0.0184 0.0001 0.0027 O
15.2 0.0081 0 0.0165 0.0001 0.0024 O
60 1.5 0.0042 0O 0.0088 O 0.0012 0
3.0 0.0035 O 0.0073 O 0.0010 O
6.0 0.0032 0 0.0067 O 0.0009 ©
15.2 0.0028 0 0.0060 O 0.0008 0
Wavelength Band, 0.5-0.58 um
Clear 0 1.5 0.0061 0.0034 0,1280 0.0777 0.0112 0.0078
3.0 0.0058 0.0032 0.1211 0.0736 0.0106 0.0074
6.0 0.0055 ©0.003% 0,1158 0.0705 0.0102 0.0071
15.2 0.0052 0.0029 0.1079 0.0658 0.0095 0.0066
30 1.5 0.0058 0,0022 0.1206 0.0733 0.0106 0.0074
3.0 0.0055 0.0031 0.1141 0.0695 0.0100 0.0070
6.0 0.0052 0.0029 0.1092 0.0665 0.0096 0.0067
15.2 0.0049 0.0527 0.1017 00,0621 0.0090 0,0063
(Continued)
(Sheet 1 of 4)
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Table 19

Values of Transfer Function for Nomogram by Emulsion Filter Type
and Wavelength Band, Kodak Aerochrome Infrared Film No. 2443,
Summer Season

Solar Alti- Emulsion Filter Type
Zenith tude Cyan Yellow Magenta
Haze deg km None 12 None 12 None 12

Wavelength Band, 0.4-0.5 um

Clear 0 1.5 0.0576 0 0.1097 0.0004 0.0178 0
3.0 0.0530 0 0.1014 0.0004 0.0163 0
6.0 0.0490 0 0.0943 0.0003 0.0150 0
15.2 0.0433 0 0.0843 0.0003 0.0132 0
30 1.5 0.0529 0 0.1012 0.0004 0.0163 0
3.0 0.0487 0 0.0936 0.0003 0.0150 0
6.0 0.0450 0 0.0871 ©.0003 0.0137 0
15.2 0.0398 0 0.0779 0.0003 0.0121 0
60 1.5 0.0332 0 0.0655 0.0002 0.0100 0
3.0 0.0306 0 0.0606 0.0002 0.0092 O
6.0 0.0283 0 0.0564 0.0002 0.0085 0
15.2 0.0251 0 0.0505 0.0002 0.0075 0
Hazy 0 1.5 0.0149 0 0.0294 0.0001 0.0045 O
3.0 0.0123 0 0.0243 0.000). 0.0037 0
6.0 0.0111 0 0.0221 0.000L 0.0033 0
15.2 0.0098 0 0.0199 0.0001 0.002% O
30 1.5 0.0123 0 0.0244 0,0001 0.0037 0
3.0 0.0101L 0 0.0202 0.0001 0.0030 0
6.0 6.0091 0 0.0184 0.0001 0.0027 0
15.2 0.0081 0 0.0165 0.0001 0.0024 0
60 1.5 0.0042 0 0.0088 0 0.0012 0
3.0 0.0035 0 0.0073 0 0.0010 0
6.0 0.0032 0 0.0067 0 0.0009 0
15.2 0.0028 0 0.0060 0 0.0098 0
Wavelength Band, 0.5-0.58 um
Clear 0 1.5 0.0061 0.0034 0.1280 0.0777 0.0112 0.0078
3.0 0.0058 0.0032 0.1211 0.0736 0.0106 0.0074
6.0 0.0055 0.003% 0,1158 0.0705 ©0.0102 0.0071
15.2 0.0052 0.0029 0.1079 0.0658 0.0095 0.0066
30 1.5 0.0058 0,0032 0.1206 0.0733 0.0106 0.0074
3.0 0.0055 0.003L 0.1141 0.0695 0.0100 0.0070
6.0 0.0052 0.0029 0.1092 0.0665 0.0096 0.0067
15.2 0.0049 0.0527 0.1017 0.,0621 0.0090 0,0063
(Continued)
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Table 19 (Continued)

Solar
Zenith

Haze deg

Clear 60

Hazy 0

30

60

Clear ¢

30

60

Hazy 0

30

Alti-~ Emulsion Filter Type

tude Cyan Yellow Magenta

km None 12 None 12 None 12
Wavelength Band, 0.5-0.58 um (Continued)

1.5 0.0042 0.0024 0.0874 0.0534+ 0.0077 0.0054
3.0 0.0039 0.00z2 0.0827 0.0506 0.0073 C.0051
6.0 0.0038 0.0021 0.0791 0.0484 0.0070 0.0049
15.2 0.0035 0.0020 0.0737 0.0452 0.0066 0.0046
1.5 0.0019 0.0011 0.0409 0.0252 0.0037 0.0026
3.0 0.0017 0.0009 0.0351 0.0217 0.0032 0.0022
6.0 0.0016 0.C009 0.0330 0.0204 00,0030 0.0021
15.2 0.0015 0.0008 0.0308 0.0191 0.0028 0.0020
1.5 0.0017 0.0010 0.035L 0.0217 0.0032 0.0022
3.0 0.0014 0.0008 0.0302 0.0187 0.0027 0.0019
6.0 0.0013 0.0008 0.0284 0.0176 0.0026 0.0018
15.2 0.0013 0.0007 0.0265 0.0164 0.0024 0.0017
1.5 0.0007 0.0004 0.0154 0.0096 0.0014 0.0010
3.0 0.0006 0.0004 0.0132 0.0083 0.0012 0.0009
6.0 0.0006 0.0003 0.0124 0.0078 0.0012 0.0008
15.2 0.0005 0.0003 0.0116 0.0072 0.0011 0.0008

‘Wavelength Band, 0.58-0.68 um

1.5 0.0099 90.0085 0.0108 0.0090 0.1496 0.1293
3.0 0.0095 0.0082 0.0103 0.0085 0.1432 0.1239
6.0 0.0092 0.0079 0.0100 0.0082 0.1390 0.1202
15.2 0.0088 0.0076 0.0094 0.0078 0.1324 0.1145
1.5 0.0095 0.0082 (.0103 0.0085 0.1428 0.1235
3.0 0.0091 0.0078 0.0098 0.0081 0.1368 0.1184
6.0 0.0088 0.0076 0.0094 0.0078 0.1328 0.1148
15.2 0.0084 0.0072 0.0089 0.0074 0.1265 0.1094
1.5 0.0073 0.0063 0.0077 0.0064 0.1111 0.0961
3.0 0.0070 0.0061 0.0073 0.0061 0.1064 0.0921
6.0 0.0068 0.0059 0.0071 0.0058 0.1033 0.0894
15.2 0.0065 0.0056 0.0067 0.0055 0.0984 0.0851
1.5 0.0036 0.003r 0.0038 0.0031 0.0553 0.0479
3.0 0.0032 0.0027 0.0033 0.0027 0.0488 0.0422
6.0 0.0030 0.0026 0.0031 0.00626 0.0466 0.0403
15.2 0.0029 0.0025 0.0029 0.0024 0.0444 0.0384
1.5 0.0032 0.0027 0.0033 0.0027 00,0487 0.0422
3.0 0.0028 0.0024 0.0025 0.0024 0.0430 0.0372
6.0 0.0027 0.0023 0.0027 0.0023 Q,0411 0.03%6
15.2 0.0026 0.0022 9.6026 0.0021 -0.0391 0.0339

(Continued)
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Tabla 19 (Continued)

Haze

Hazy

Clear

Hazy

Clear

Solar
Zenith

deg

60

0

e

60

30

60

0

DY e s

Alti- Emulsion Filter Type

tude Cyan Yellow Magenta

km None 12 None 12 None 12

Wavelength Band, 0.58-0.68 um (Continued)

1.5 0.0016 0.0014 0.0015 0.0013 0.0245 0.0212
3.0 0.0014 0.0012 0.0013 0.0011 0.0216 0.0187
6.0 0.0013 0.0012 0.0013 0.0011 0.0206 0.0179
15.2 0.0013 0.0011 0.0012 0.0010 0.0197 0.0170

Wavelength Band, 0.68-0.80 um
1.5 0.0165 0,0148 0 0 0.0045 0.0040
3.0 0.0158 0.0142 0O 0 0.0043 0.0038
6.0 0.0153 0.0138 0 0 0.0042 0.0038
15.2 0.0148 0.0133 0 0 0.0040 0.0036
1.5 0.0158 0.0142 o0 0 0.0043 0.0038
3.0 0.0152 0.0136 0O 0 0.0041 0.0037
6.0 0.0148 0.0133 © 0 0.0040 0.0036
15.2 0.0142 0.0128 o 0 0.0039 0.0035
1.5 0.0128 0.0115 O 0 0.0035 0.0031
3.0 0.0123 0.0111 O 0 0.0033 0.0030
6.0 0.0120 0.0108 0 0 0.0032 0.0029
15.2 0.011l6é 0.0104 © 0 0.0031 0.0028
1.5 0.0069 0.0062 O 0 0.0018 0.0017
3.0 0.0061 0.0055 0 0 0.0016 0.00i5
6.0 0.0059 0.0053 O 0 0.0016 0.0014
15.2 0.0056 ©.0051 O 0 6.0015 0.0014
1.5 0.0061 0.0055 0 0 0.0016 0.0015
3.0 0.0055 0.0049 0 0 0.0015 0.0013
6.0 0.0053 0.0047 0O 0 0.0014 0.0013
15.2 0.0051 0.0046 O 0 0.0013 0.0012
1.5 0.0034 0.0030 O 0 0.0009 0.0008
3.0 0.0030 0.0027 0 0 0.0008 0.0007
6.0 0.0029 0.0026 O 0 0.0008 Q.OQOT
15.2 0.0028 0.0025 0 0 0.0007 0.00n6
Wavelength Band, 0.80-0.93 um

1.5 0,0063 ©0.0057 O 0 0 0

3.0 0.006) 0.0055 O 0 0 0

6.0 0.0060 0.0054 O 0 0 0
15.2 0.0058 0.0052 O 0 0 0

{Continued)
(Sheet 3 of 4)
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Table 19 (Concluded)

Haze

Solar
Zenith
degp

Alti-
tude
km

Emulsion Filter Type

Cyan

Yellow

Magenta

None

12

None

12

Clear

Hazy

60

30

60

Wavelength Band, 0.80-0.93 um (Continued)

[
NMOOUVMNMNOoOOoOUNMNOOUNOODWUWLINOOWM

VAWM UMNWRFFUVOAWKRWULOWMRWLIO WK
. - . . o o . .

.

[

[

+ e

=

o

0.0061
0.0059
0.0058
0.0056
0.0051
0.0049
0.0048
0.0047
0.0029
0.0026
0.0025
0.0024
0.0026
0.0024
0.0023
0.0022
0.0015
0.0014
0.0014
0.0013

0.0055
G.0053
0.0052
0.0051
0.0046
0.0044
0.0043
0.0042
0.0026
0.0023
0.0023
0.0022
0.0024
0.0021
0.0021
0.0020
0.0014
0.0013
0.0012
0.0012
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Taole 20

Wavelength Sensitivities of
Film-Filter Combiiations

Approximate Range of

Film No. Filter No. Sensitivity, m
2402 3 0.40-0.68
2402 12 0.50-0.68
2402 478 0.40~0.50
2402 58 0.50-0.60
2402 25 0.58-0.60
2403 3 0.40-0.71
2403 12 0.50-0.71
2403 478 0.40-0.50
2403 58 0.50-0.60
2403 25 0.58-0.71
2424 12 0.50-0.93
2424 25 0.58-0.93
2124 £98 0.68-0.93
2424 87¢ 0.80-0.93
2448 3 0.40-0.68
2443 3 0.40-0.89
2443 12 ¢.50-0.89
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Table 22

Comparison of Computer- and Nomogram-Predicted
Optical Pensity Contrast Values

Optical

Dengity Contrast
Filter Computer

Feature Background Film No. No. Model Nomogram
Wet Clay Dry Clay 2403 12 0.17 0.15
Wet Clay Dry Clay 2424 12 0.16 0.15
Weathered Tuff Fresh Tuff 2403 12 0.39 0.42
Weathered Tuff Fresh Tuff 2424 12 0.35 0.39
Sagebrush Lodgepole Pine 2403 12 0.26 0.29
Sagebrush Lodgepole Pine 2424 12 0.47 0.44
Juniper Sagebrush 2403 12 0.28 0.30
Juniper Sagebrush 2424 12 0.13 0.15
Juniper Lodgepole Pine 2403 12 0.02 0.04
Juniper Lodgepole Pine 2424 12 0.60 0.59
Table 23

Inputs_te General Therm~1 IR Systems Simulation Model
for Generating Mission Flanning Graphics

High~Performance

Low-Performance

Alrcraft Alrcraft
Sensor Wavelength Band, m Wavelength Band, m
Descriptor 3.0-5.5 8-14 3.0-5.5 ° 8-14
Detector InSb HgCdTe InSb HgCdTe
Noise Voltage  3.74 x 1070 1.0 x 1078 3.74 x 1072% 1.0 x 1078
Index, v/Hz /2
Electrical Band 1.25 x 105 1.25 x 10® 0.30 x 10°  0.30 x 10°
Width, Hz
3 3 3 3
Peak Regponse, 6.0 x 10 2.0 x 10 6.0 x 10 2.0 x 10
viw
Area Aperture, 40 40 40 40
C
Spatial Resolu- 1,2,5 1,2,5 1,2,5 1,2,5

tion, mrad
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Table 24

Thermal Resolution for 8- to l4-um Sensor

Systems for Use in High-Performance Air-
craft, Mid-latitude Summer Atmosphere

Temperature Thermal Resolution, °C
K 1l mrad 2 mrad 5 mrad
200.0 8.75 2,50 0.39
220.0 6.25 1.56 0.27
240.0 4,38 1.09 0.20
260.0 3.44 0.86 0.14
280.0 2.81 0.70 0.11
300.0 2.19 0.55 0.09
320.0 1.88 0.47 0.08
340.0 1.56 0.39 0.07
360.0 1.41 0.35 0.06
380.0 1.25 0.31 0.05
400.0 1.09 0.27 0.05
LEGEND:

Sensor Characteristics
Detector Type: HGCDTE
Detector Noise Voltage Index (volt/sqrt
(Hertz)): 0.100E-07
Electrical Bandwidth (Hertz): 0.1250E 07
Wavelength Band (micrometer): 24.0-8.0
Effective Aperature Area (cm2): 40.0
Peak Response (volt/wati): 2000.0
Atmosphere Condition
Latitude-Season: Mid-latitude Summer
Haze (km): 23
Altitude (km): 1.5
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Table 25

Thermal Resolution for 8- to 1l4-um Sensor
Systems for Use in High-Performance
Alrcraft, Mid-latitude Winter

Atmosphere

T
v
4

Sensor Characteristics

Detector Type:

HGCDTE

Tempexature Thermal Resolution, °C
K 1l mrad 2 mrad 5 mrad
200.0 6.25 1.72 0.27
' 220.0 4,38 1.09 0.18
240.0 3.13 0.78 0.13
260.0 2.50 0.63 0.10
280.0 1.88 0.47 0.08
300.0 1.56 0.39 0.06
320.0 1.25 0.31 0.05
340.0 1.09 0.27 0.05
360.0 1.02 0.25 0.04
380.0 0.94 0.23 0.04
400.0 0.86 0.21 0.03
LEGEND:

e

Detector Noise Voltage Index (volt/

Sqrt (Hertz)): 0.1000E-07
Electrical Bandwidth (Hertz): 0.1250E 07
Wavelength Band (micrometers): 14.0-8.0

Effective Aperature Area (cmZ): 40.0

Peak Response (volt/watt): 2000.0
Atmosphere Condition

Latitude-Season:

Haze (km): 23
Altitude (km):

1.5

Mid-latitude Winter
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Table 26

Thermal Resolution for 8- to l4~-um Sensor

Systems for Use in Low~Performance
Aircraft, Mid-latitude Summer

Atmosphere

Temperature Thermal Resolution, °C
K l mrad 2 mrad 5 mrad
200.0 5.00 1.25 0.20
220.0 3.13 0.78 0.12
240.0 2.50 0.63 0.10
260.0 1.88 0.47 0.07
280.0 1.25 0.31 0.06
300.0 1.09 0.27 0.04
320.0 0.94 0.23 0.04
340.0 0.78 0.20 0.03
360.0 0.63 0.16 0.03
380.0 0.63 0.16 0.02
400.0 0.63 0.16 0.02
LEGEND:

Sensor Characteristics
Detector Type: HGCDTE
Detector Noise Voltage Index (volt/sqrt
(Hertz)): 0.1000E-07
Electrical Bandwidth (Hertz): 0.1250E 07
Wavelength Band (micrometer):; 14.0-8.0
Effective Aperature Area (cm?): 40.0
Peak Response (volt/watt): 2000.0
Atmosphere Condition
Latitude~Season: Mid-latitude Summer
Haze (km): 23
Altitude (km): 1.5
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Table 27

Thermal Resolution for 8~ to l4-um Sensor

Systems for Use in Low-Performance
Aircraft, Mid-latitude Winter

Atmosphere
Temperature Thermal Resolution, °C
K l mrad 2 mrad 5 mrad
200.0 3.13 0.78 0.12
220.0 2.19 0.55 0.08
240.0 1.56 0.39 0.06
260.0 1.25 0.31 0.05
280.0 0.94 0.23 0.04
300.0 0.78 0.20 0.03
320.0 0.63 0.16 0.02
340.0 0.63 0.16 0.02
360.0 0.47 0.12 0.07
380.0 0.47 0.12 0.02
400.0 0.39 0.10 0.01
LEGEND:

Sensor Characteristics
Detector Type: HGCDTE
Detector Noise Voltage Index (volt/sgrt
(Hertz)): 0.1000E-07
Wavelength Band (micrometer): 14.0-8.0
Effective Aperature Area (cm2): 40.0
Peak Response (volt/watt): 200C.0
Atmosphere Condition
Latitude-season: Mid-latitude Winter
Haze (km): 23
Altitude (km): 1.5

178




-

e

Table 28

Thermal Resolution for 3- to 5.5-um Sensor
Systems for Use in Hiash-Performance
Aircraft, Mid-latitude Summer

Atmosphere’

Temperature Thermal Resolution, °C

K l mrad 2 mrad 5 mrad
200.0 50.00 30.00 10.00
220.0 35.00 15.00 3.75
240.0 20.00 7.50 1.25
260.0 10.00 3.13 0.47
280.0 5.00 1.56 0.23
300.0 3.13 0.78 0,12
320.0 1.88 0.47 0.08
340.0 0.94 0.31 0.04
360.0 0.63 0.15 0.03
380.0 0.47 0.12 0.02
400.0 0.31 0.08 0.01

LEGEND:

Sensor Characteristics
Detector Type: HGCDTE
Detector . Noise Voltage Index (volt/sqrt
(Hertz)): 0.1000E-07
Electrical Bandwidth (Hertz): 0.1250% 07
Wavelength Band (micrometer): 14,9-0.8
Effective Aperature Area (cm2): /0.0
Peak Response (volt/watt): 2000.0
Atmosphere Condition
Latitude-Season: Mid-latitude Summer
Haze (km): 23
Altitude (km): 1.5

179




"

Table 29

Thermal Resolution for 3~ to 5.5-um Sensor

Systems for Use in High~Performance
Aircraft, Mid-latitude Winter

o

Atmosphere

Temperature Thermal Resolution, °C
K 1l mrad 2 mrad 5 mrad
200.0 40.00 20.00 6.25
220.0 25.00 10.00 1.88
248.0 15.00 5.00 0.78
260.0 7.50 1.88 0.31
280.0 3.75 0.94 0.16
300.0 2,50 0.63 0.08
320.0 1.25 0.31 0.06
340.0 0.78 0.20 0.03
360.0 0.47 0.12 0.02
380.0 0.31 0.08 0.01
400.0 0.23 0.06 0.01

LEGEND:
Sensor Characteristics
Detector Type: HGCDTE
Detector Noise Voltage Index (volt/sqrt
(Hertz)): 0.1000E-07
Electrical Bandwidth (Hertz): 0.1250E 07
Wavelength Band (micrometer): 14.0-8.0
Effective Aperacure Area (cm2): 40.0
Peak Response (volt/watt): 2000,0
Atmosphere Condition
Latitude-Season: Mid-latitude Winter
Haze (km): 23
Aititude (km): 1.5
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Table 30

Thermal Resolution for 3~ to 5.5-um Sensor

Systems for Use in Low-~Performance
Aircraft, Mid-latitude Summer

Atmosphere

Temperature Thermal Resolution, °C
K 1l mrad 2 mrad 5 mrad
200.0 40.00 20,00 5.00
220.0 20.00 10.00 1.25
240.0 10.00 2.50 0.63
260.0 5.00 1.25 0.31
280.0 2.50 0.63 0.08
300.0 1.25 0.31 0.08
320.0 0.63 0.16 0.04
340.0 0.63 0.16 0.02
360.0 0.31 0.08 0.01
380.0 0.16 0.04 0.01
400.0 0.16 0.04 0.00

LEGEND:
Sensor Characteristics
Detector Type: HGCDTE
Detector Noise Voltage Index (volt/sqrt
(Hertz)): 0.1000E~07
Electrical Bandwidth (Hertz): 0.1250E 07
Wavelength Band (micromater): 14.0-8.0
Effective Aperature Area (cm2): 40.0
Peak Response (volt/watt): 2000.0
Atmosphere Condition
Latitude-Season: Mid-latitude Summer
Haze (km): 23
Altitude (km): 1.5
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Table 31

Thermal Resolution for 3~ to 5.5~um Sensor

Systems for Use in Low~Performance
Aircraft, Mid-latitude Winter

Atmosphere

Temperature Thermal Resolution, °C
K l mrad 2 mrad 5 mrad
200.0 30.00 15.00 2.50
220.0 20.00 5.00 1.25
240.0 10.00 2.50 0.31
260.0 5.00 1.25 0.16
280.0 2,50 0.63 0.08
300.0 1.25 0.31 0.04
320.0 0.63 0.16 0.02
340.0 0.31 0.08 0.01
360.0 0.31 0.08 0.0i
380.0 0.16 0.04 0.00
400.0 0.16 0.04 0.00
LEGEND:

Sensor Characteristics
Detector Type: HGCDTE
Detector Noise Voltage Index (volt/sqrt
(Hertz)): 0.1000E-07
Electrical Bandwidth (Hertz): 0.1250E 07
Wavelength Band (micrometer): 14.0-8.0
Effective Aperature Area (cm2): 2000.0
Peak Response (volt/watt): 2000.0
Atmosphere Condition
Latitude-Season: Mid-latitude Winter
Haze (km): 23
Altitude (km): 1.5
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Table 32
Typical Emiscsivity Values*

Wavelength Band, m

Terraln Feature 3.0-5.5 8.0-14.0
Green Mountain Laurel = 0.90 = 0.92
Young Willow Leaf (dry, top) 0.94% 0.96
Holly Leaf (dry, top) 0.90 0.90
Holly Leaf (dry, bottouw) 0,86 0.94
Pressed Dormant Maple Leaf (dry, top) 0.87 0.92
Green Leaf Winter Color - Oak Leaf (dry, twop) 0.90 0.92
Green Coniferous Twigs (Jack Pine) 0.96 0.97
Grass -~ Meadow Fescue (dry) 0.82 0.88
Sand - Hainamanu Silt Loam - Hawail 0.84 0. 94
Sand ~ Barnes Fine Silt Loam = South Dakota 0.78 0.93
Sand - Gooah Fine Silt Loam - Oregon 0.80 0.98
Sand - Vereiniging - Afrdca 0.82 0.94
Sand - Maury Silt Loam - Tennessee 0.74 0.95
Sand ~ Dublin Clay Loam ~ California 0.88 0.97
Sand -~ Pullman Loam - New Mexico 0.78 0,93
Sand - Grady Silt Loam - Georgia 0.85 0.94
Sand - Colts Neck Loam - New Jersey 0.90 0.94
Sand ~ Mesita Negra - lower test site 0.75 0.92
Bark - Northern Red Oak 0.90 0.96
Bark ~ Northern American Jack Pine 0.88 0.97
Bark - Colorado Spruce 0.87 0,94

* From Reference 3.

Table 33

Noise Equivalent Tomperature* Values as Derived
from the Thermal IR Systems Simulstion Model, °C

Wavelength Bang, um
3.0~5.5 8.0-14.0
Sensor Spatial Season Season
Resolution, mrad Winter Summer Winter Summer

Sensors for High-Performance Alrcraft

1 2.50  3.13 1.56  2.19
2 0.63 0.78 0.39  0.55
5 0.08  0.12 0.06  0.09

Sensorg for Low-Performance Aircraft

1 1.25 1.25 0.78 1.09
2 0.31 0.31 0.20 0.27
5 0.04 0.08 6.03 0.04

% Values include the influence of atmospheric
conditions.
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Table 34

Approximate Scales for Thermal IR Imagery

When Sensor Output is Recorded on Film

Film Width Scan Width Sensor Height Approximate
cm deg m Image Scale
7.0 60 300 1:5,000

600 1:10,000
900 1:15,000
1500 1:25,000
3000 1:50,000
90 300 1:8,600
600 1:17,100
900 1:25,700
1500 1:42,900
3000 1:85,700
12,7 60 300 1:2,700
600 1:5,500
900 1:8,200
1500 1:13,600
3000 1:27,000
‘90 30¢ 1:4,700
600 1:9,400
900 1:14,200
1500 1:23,600
3000 1:47,200
120 300 1:8,200
600 1:16,400
9co 1:25,700
1500 1:41,000
3000 1:82,000
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APPENDIX B: DOCUMENTATION OF PHOTOGRAPHIC SYSTEMS
SIMULATION MODEL COMPUTER PROGRAM

Program Identification

Program Title: Photographic Systems Simulation Model

Program Code Name: FTSKYL

Writers: L. &. Link and J. R, Stabler

Oiganization: U. S. Army Engineer Waterways Experiment Station,

P. 0. Box 631, Vicksburg, Mississippi 39180

Date: January 1976

Updates: 1

Version No.: 1

Source Language: FORTRAN IV, Honeywell G635

Availebility: Source card deck and listing available on request from

U. S. Army Engineer Waterways Experiment Stutic.

Abstract: The Photographic Systems Simulation Model provides (1) a
quantitative means of evaluating the applicatility of
photographic remote sensing systems for specific data
acquisition jobs, (2) a means for selecting the best film-
filter combination for a specific Jjob, and (3) a guide for
mission design to help ensure that the information desired
can be obtained from the resulting photographs The model
considers the major atmospheric, terrain, and sensor re-
lated parameters that influence image information content
and most aerial photographic systems can be evaluated with

the model.
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Engineering Documentation

Narrative description

1. The Photographic Systems Simulation Model predicts the opti-
cal density contrast for specified features and backgrounds. The
predictions are made as a function of sensor characteristics, alti-
tude, and atmospheric conditions. The sensor conditions include
iens focal length, lens F-stop settirng, lens transmission film type,
and filter type. The atmospheric conditions includé solar zenith
argle, a choice of two haze couditions (5- and 23-km visibility), and
se%eral atmosphere models (mid-lstitude summer, mid-latitude winter,
tropical, subarctic summer, and subarctic winter). Electromagnetic
energy in the 0.4- to 1.G-um wavelength region is considered, and any
photographic system sensitive to visible or near-IR wavelengths can
be analyzed with the model., The density contrast data can be used to
evaluate the applicability of photographic remote sensing techniques
to specific problems, selection of optimum photographic systems for a

specific application, and guidance for image interpretation.

Method of solution

2. See text, Part II.

Program capabilities

3. The internsl limitaticns and assumptions of the model are
as follows:
a. All files except atmospheric transmission must have
the same starting position (.7 »m wavelength) and end

position (0.4 pm), and the date must be in the same

increments.
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Data_inputs

L.

The

Q.

Only wavelengths between 0.4 and 1.0 um are considered.
Only photographic remote sensing systems can be
evaluated.

The model assumes that all features are perfectly
diffuse reflectors.

The increment (as a function of wavelength) between
data points in any file must be greater than or equal
to 50 cm™ and be an even multiple of 50 em™t.

Predictions are made only for images obtained with the

sensor directly above the features of interest.

input date requirements for this model are as follows:
Sensor data

(1) Film number

(2) Filter number

ﬂ3) F-stop setting

(4) starting wavelength-ending wavelength

Solar irradiance above the atmosphere

Spectral reflectance

(1) Feature

(2) Background

Transmission through the atmosphere (total atmosphere
from energy source to ground)

Transmission through the atmosphere (from ground to
sensor)

Skylight

Relative backscatter ratio
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h. Filter transmission curve
i. Spectral sensitivity of film
J. DLens transmission
5. A list of input variables is shown in Table BIl.

Program options

6. After one complete run, the program terminates
automatically.

Printed output

T. An example of printed output is shown in Table B2.

Other outputs

8. Calcomp plots can be obtained by running a graphic program.

Flow chart

9. A condensed flow chart is shown in Figure Bl.

System Documentation

Computer equipment

10. The model was developed at the U. S. Army Engineer Water-
ways Experiment Station using a Honeywell G635. The G635 is a dual ‘
processor system with a 192-K word (36 bit) memory. Memory cycle
speed is 1.0 microsecond for fetching two words from memory. The sys-
tem has a three-disc system; the dual channel DSU 180's with
168-million character capacity, the DSU 270's with 30-million char-
acter capacity, and the DSU 167's with 120-million chsracter ca-

pacity. There are two magnetic tape subsystems with a total of three

SN

nine-track and six seven-track handlers, two printers (120 lpm), a

cardpunch (100 cpm), card reader (900 cpm), and two G-VATANET-30 comi-

munications processors.
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INPUT SENSOR DATA

INPUT AIMOSPHERIC AND TERRAIN

DATA AND CALCULATE IRRADIANCE

APPLY RELATIONS FOR LENS,
FILTER, AND FILM

CALL SUBROUTINE SIMP

CALCULATE EXPT (FEATURE AND
BACKGROUND) TO REACH D=1.0

CALCULATE FEATURE AND BACK~-
GROUND IMAGE OPTICAL DENSITY

CALCULATE OPTICAL
DENSITY CONTRAST

OUTPUT RESULTS

STOP

Figure Bl. Condensed flow
chart for remote sensing
simulation model
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Peripheral equipment

1l. The following peripheral equipment is necessary to run this
program: Honeywell G-DATANET-30 communication (16-K storage with
18-bit words) and a teletype communication terminal.

Sourte progrem

12, See availability.

Variables end subroutines

13. The variables in the simulation model and subroutine SIMP
are listed in Table B3.
2. The function of the main program, subroutine, and
system subprogram is as follows:
(1) Defines the dimension of the array of each
variaeble.
(2) 1Identifies format for both input and output
files.
(3) Reads input for all input files.
(4) Writes output for all output files.
(5) Activated subroutine at the proper time.
b. Subroutine SIMP calculates the area under functional
curves using Simpson's rule.
c. Library programs used are:
(1) Cosine
(2) Common logarithm

Data structure

14, The formats of the input files are shown in Tables B4-BS.

An example of each of the input files is shown in Tables B9-Bl3.
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Storage requirements

15, The number of characters for the main program and subrou-
tine is 15,360.

Maintenance and updates

16. The progrem was updated in January 1976.

Operating Instructions

Storage
17. The program is stored on a permanent disc file.

Operating messages

18, DNone.,

Control cards

19. Control cards needed for this program are shown in

Table Blk.

Error recovery

20, Program must be restarted when error occurs.

Run time

21. Processor time for one complete run (i.e., one background-
feature combination) with 12 film-filter combinations is about 0.005h

sec. The input-output time for this run was approximateiy 0.008 sec.
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Table Bl
List of Variables Input

Record

No. Variable Format Unit Description
1-3 NAME A68 Legend identification
4 NANGLE Free field deg Zenith angle x 100

5 HEIGHT Free field km Altitude

5 SCCF Free field - Backscatter
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Table B2
Example of Model Output
FEATURE BACKGROUND

EXPT FOR EXPT For FEATURE RACKGROUND
t=1.0 N=1,n DENSTTY DENSITY
FILMN FILTER (SFC) (SEC) {(DF) (nB)
?40? 12 0.0072494 0.,001151 1.00000n 1.5%4152
2403 12 f.N00901 n.0pN375 t.060000 1.495396
2412 47R D.N25486 n,01%161 t.fl00000 1.3722n1
2403 47 N.010908 n.006589 1.n00000 1.2R4555
2402 58 P.N12678 p,007330 1.000000 1.412479
2403 58 N.006201 0.N03484 1.000000 1.325541
2402 ?5A N,005029 0,0D1958 1.000000 1.675986
2403 254 N.001546 0.00n547 1.000000 1.591475
24n? 3 0.001964 n.npn9ys 1.06606000 1.547256
2403 3 N.0DN7457 0.000318 1000000 1.4823A2
2448¢C 3 0.005550 0.007182 1.000000 1.810947
2448Y 3 NBLE650 NNO7561 1.000000 1.68571¢
2448M 3 N.N4873 0.002803 1.000000 1.481103
?443C 3 N.00450% N.003412 t.go00nno 1.181046
2443Y b R.DDP23A6 B.001284 t.000n000 1.598132
2443 3 f.003%%4 0,.0p1349 1,000000 1.625664
2443¢C 12 N.N05106 N.004167 1.000000 1.13233¢6
2443y 12 N.00377% n.p02192 1.000000 1.354188
2443M 12 D.003817 0.001446 1.000000 1.632168
2424 12 D.NON492  n,000441 1.00n000 1.094734
2424 254 0.000508 0.N00465 1.000000 1.076381
2424 87¢ D.NN2324 0,002517 1.069360 1.0npn00
2424 89R N.000574 0n,00p613 1.057942 1.0000n0
LEGEND

FEATURE PONDFROSA PINF HEALTHY
BACKGROUND  PONDERQSA PINE DISEASFD
ATMOSPHERF MIDLATITUDNE SUMMER HAZE~23 XM
ZENTTH ANBLF 3n DR,

NISTANCE TO SENSOR 1.59 kM
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DF-DB

0.554152
Nes495396
N.372201
0.2845%5
0.412479
0.325541
N.675985
1591475
0.547256
1.482342
810947
1.685710
N.481103
1.181046
1.398132
0,625664
0.132336
f1.354188
0.632168
0.094734

0.076381

0.069360

N.057942
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Table B3

Variable for Remote Sensing Simulation Model

Variable Unit Description

RAD Conversion factor for changing
degrees to radians

NCOUNT Number of combinations

NOFILT Filter number

NOSEN Sensor number

FSTOP F-stop settings

Al, ELL Starting wavelength

A2, ELM Ending wavelength

INAME

NOPT, ICOUNT
N1, N3

NDIFF, IDIFF
SOLIR

POUTER, Y, NN,

REF

NAME

NANGLE, IANGLE
GAMMA

Fl

S1

CORX1

Storage for identification
Number of data points
cm Starting wave number
cm Wave number increments
w/(cm2 - um) Storage for solar irradiance
N Storage for data values

Storage for solar irradiance
multiplied by spectral reflectance

Storage for legend identification
deg Zenith angle x 100

Gamma values for films
w/(cm2 ~ pm) Storage for filter curves
w/(cm2 - ym)  Storage for £ilm sensitivity curves

Conversion factor to correct data
for zenith angle

(Continued)
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Table B3 (Concluded)

Variable

Unit Description
Model Code:
1 - Tropical atmosphere model
2 - Mid-latitude summer
3 - Mid~latitude winter
4 - Subarctic summer
5 - Subarctic winter
IHAZE Code: Haze condition
1 - 23 km
2 -5 km
IHl km Minimum altitude x 10
IH2 km Ground-to~-sensor distance x 10
PREF w/(cm2 - um)  Storage for irradiance reflected
from feature or background
ATMREF w/fcm2 - pm)  Irradiance reaching sensor
IDENT Filter identification number
Tl Film transmission for feature image
T2 Film transmission for background
image
A3 Difference between feature image
density and background image
density
HIGH, DENMAX Maximum diffuse density for films
TF sec Exposure time required to reach a
density of 1.0 above fog for the
feature
TB sec Exposure time required to reach a
density of 1.0 abuve fog for the
background
CLENS Lens transmission
SKYL Storage for skylight irradiance
ratio
SCCF

Scattering coefficient
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Table B4

Structure of Input File for Sensors

Record Variable Format Description
1 NOSEN (JK) Free field Sensor number
NOFILT (JK) Free field Filter number
FSTOP (JK) Free field F-stop settings
Al (JK) Free field Starting wavelength
A2 (JK) Free field Ending wavelength
Table B5

Structure of Input File for Spectral Sensitivity Curve

Record No. Variable Format Description
1 FIIMN A6 Film identification number ﬁ
2-4 INAME A68 Identification ‘
5 NOPT 16 Number of data points
5 N1 16 Starting wave number, cmnl E
5 NDIFF 16 Wave number fincrement, cm_1
6 S1 6E12.4 Data values
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Table B6

Structure of Input File for Total and Ground-to-Sensor Atmospheres

Record No. Variable Format Descripticn
1 ICOUNT 16 Number of data points
N3 16 Starting wave number, em™ x 10
NDIFF 16 Wave number increment, em™ x 10
MODEL I1 Code:
1 - Tropical atmosphere model
2 - Mid-latitude summer
3 - Mid-~latitude winter
4 - Subarctic summer
5 -~ Subarctic winter
THAZE IL Code:
1 - 23-km (sea level) visual range
2 - 5-km (sea level) visual range
IANGLE 16 Zenith angle X 100, deg
IHL 16 Minimum altitude x 10, km
in2 16 Ground-to~sensor distance x 10
2 NN, N 1914 Data values for percent transmission

x 10k

222




o=

Table B7

Structure of Input File for Spectral Reflectance, Skylight

Irradiance, and Solar Irradiance Above Atmosphere

Recoxd No. Variable Format Description

1-3 INAME A68 Identification

4 NOPT 16 Number of data points
N1 16 Starting wave number, em L
IDIFF 16 Wave number increment, cm—l
POUTER, 6E12.4 Data values
SOLIR,
SKYL

Table B8

Structure of Input File

for Filter Data

Recoxd No. Variable Format Description
1 IDENT A3 Filter identification number
2~4 INAME A68 Identification
5 ICOUNT 16 Number of data points
N1 16 Starting wave number, cm—Al
IDIFF 16 Wave number increment, cm
6 F1 6E12.4 Data values
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Table B9
i Example of Input TIile
\ ‘ for Sensors
% 1,1,5.6,1.,.4
i 2,1,5.6,1.,.4
E 1,2,5.6,1.,.4

2,2,5.6,1.,.4
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Table Bl4

List of Control Cards

Column No.

1 8 16
$ IDENT USER NO., IDENTIFICATION
$ OPTION FORTRAN
$ FORTY NFORM, NINO
$ USE .GILIT
Source Deck
$ EXECUTE
$ LIMITS TIME, STORAGE
$ PRMFL DEVICE NO.,R/W,L,USER NO./FILENAME
$ DATA 41
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APPENDIX C: DOCUMENTATION OF SPECIFIC FORM OF THERMAL
IR SYSTEMS SIMULATION MODEL COMPUTER PROGRAM

Program Identification

Program Title: Infrared Sensor Performence Prediction

Program Code Name: IRSPP6

Writers: L. E. Link and J. R. Stabler

Organization: U. S. Army Engineer Waterways Experiment Statiion,

P. 0. Box 631, Vicksburg, Mississippi 39180

Date: February 1976

Updates: None

Version No.: O

Source Language: FORTRAN IV, Honeywell G635

Availability: Source cerd deck and listing available on request from

U. S. Army Engineer Waterways Experiment Station

Abstract: The specific form of the Thermal IR Systems Simulation
Model predicts the expected performance of specified ther-~
mal IR scanner systems for a specific feature-background
combination. The model provides a quaniitative means to
evaluate individual sensor systems or types of =ensor sys-~
tems for specific data acquisition problems ana to plan
mission profiles to optimize imagery information content
for specific data needs. Sensor systems operating in any
portion of the 1.0~ to 14,0-um wavelength band can be
evaluated and both reflected and radiated energy are con-
sidered in the model. The major atmospheric, terrain, and

sensor parameters that influence imagery information
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content are included in the model and the computational
procedure used have been designed to require a minimum of

inputs for execution ease.

Engineering Documentation

Narrative description

l. See text, Part III.

Method of solution

2. See text, Part III.

Program capabilities

| as follows:

a.

Wy T

=2

Data inputs
k, The

8.

3. The internal limitations and assumptions of the model are

All files must have the same starting position (1h.C um
wavelength) and end position (1.0 ym) and the data must
be in the same increments.

Only wavelengths between 1.0 and 14.0 um are considered.
Only thermel infrared remote sensing systems can be
evaluated.

The increment (as a function of wavelength) between data
points in any fiie must be greater than or equal to

50 em ™™ and be an even multiple of 50 em™2.

input data requirements for this model are as follows:
Sensor deta

(1) Electrical bandwidth (Hz)

(2) Effective aperture area (sq cm)

(3) sSpatial resolution (mrad)
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b. Detector data
(1) Reletive response curve (v/w)
(2) Starting wavelength-ending wavelength (um)
(3) Detector noise voltage index (v—Hz-l/z)
() Peak response (v/w)
¢. Terrain data
(1) Feature temperature, K and emissivity
(2) Background temperature, K and emissivity
(3) Feature area in m squared
(4) Feature reflectance curve (optional)
(5) Background reflectance curve (optional)*
5. A list of input variables is shown in Table Cl.

Program options

6. After one complete run, the program is terminated. The user
has the choice of either adding or not adding the reflected energy
from the terrain., Enter 1 - without reflected energy or 2 -~ reflected
energy for the variable NGO.

Printed output

T. An example of & printed output is shown in Table C2.

Flow chart

8. A condensed flow chart is shown in Figure Cl.

System Documentation

Computer equipment

9. The model was developed at the U. S. Army Engineer Waterways

¥ Used only if’daytihe mission in 3~ to 5.5-~pym band is of concern.
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INPUT TERRAIN AND ATMOSPHERIC DATA

INPUT SENSOR CHARACTERISTICS

COMPUTE RELATIVE AREA OF FEATURE
AND PIXEL

COMPUTE ENERGY REACHING SENSOR
FOR FEATURE AND BACKGROUND

CALL SUBROUTINE SIMP |

COMPUTE DETECTOR VOLTAGE OUTPUY
FOR FEATURE AND BACKGROUND

| COMPUTE SENSOR NOISE VOLTAGE |

COMPUTE SENSOR PERFORMANCE USING
VOLTAGES FOR FEATURE AND
BACKGROUND AND NOISE VOLTAGE

QUTPUT RESULTS

[_stop |

Figure Cl. Condensed flow chart
for specific form of Thermel IR
Systems Simulation Model
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Experiment Station using & Honeywell G635. The G635 is a dual
processor system with a 192-K word (36 bit) memory. Memory cycle
speed is 1.0 microsecond for fetching two words from memory. The
system has three disc systems; the dual channel DSU 180's with
168-million character capacity, the DSU 270's with 30-million char~
acter capacity, and the DSU 167's with 120-million character capacity.
There are two magnetic ‘tape subsystems with a total of three nine-
track and six seven-track handlers, two printers (1200 lpm), a cerd

punch (100 cpm), card reader (900 cpm), and two G-DATANET-30 communi-

cations processors,

Peripheral equipment

10. The following peripheral equipment is necessary to run
this program: Honeywell G-DATANET-30 communication (16-K storage with
18-bit words) and a teletype communication terminal.

Source program

11, See availability.

Variables and subroutines

12. The variables in the Thermal IR Systems Simulation Model,
subroutine SIMP, and subroutine REFLEC are listed in Table C3.
a. The function of the main program, subroutines, and

system subprogram are as follows:

(1) Defines the dimension of the array for each
variable,

(2) 1Identifies format for both input and output
files,

(3) Reads input for all input files.

(4) Writes output for all output files.

23k
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(5) Activates subroutines at the proper time.

b. Subroutine SIMP calculates the area under the func~

tional curves using Simpson's rule.

o
.

Subroutine REFLEC calculates the amount of reflected

energy conbributed by the feature and background.
d. Library programs used are:
(L) Cosine

(2) Sine routine

Data structure

‘ 13. The formats of the input files are shown in Tables CU-C6.
An example of each of the input files is shown in Tables CT-Cll.

J Storage requirements

14. The minimum amount of memory needed to load with all files

R acnd

open is 15 K.

Maintenance and updates

15. No updates of the program have been made.

Operating Instructions

Storage
16. The program and all files are stored on a permanent disc.

Operating messages

17. None.

Control cards

18. Control cards needed are shown in Table Cl2.

Error recovery

19. The progrem must be restarted when error occurs.
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Run time

20. Processor time for one run is approximately 0.0022 sec.

The input-output time is approximately 0.006 sec.
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Table Cl

List of Variable Input

Dev~ntor noit: woltage “

Record
No. Variable Format Unit Description
1 EMISS (1) Free field Feature emissivity
EMISS (2) Free field Background emissivity
TEMP (1) Free field K Feature temperature
TEMP (2) Free field K Background temperature
2 RANGE Free field km Altitude
3 AF Free field m? Feature area
DELTAF Free field Hz Electrical bandwidth
AA Free field cm2 Effective area aperture
RAD1 Free field mr Number of milliradians
4 NODECT Free field Number of detectors to
be considered
5 JNAME A40 Latitude-season ident-
ification
6 IDl Free field I Haze conustivh
7 A2 Free field ' =n Lodiny wavelengtn
A3 Free field pea Starting wyavkiength
DNVI Free fie™ v aa '
Lo n
RPEAK Free field v/w +eak response
8 NGO Free field Code:
1 ~ No reflected energy
2 - Reflected energy
9 NANGLE Free field degree Zenith angle x 100
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Table C3
Variables for Thermal IR System Performance Prediction

Variable Unit Description
AA cm Effective aperture area
NODECT Number of detectors
INAME, KMAME
JNAME, ’ Storage for identification
POUIER v/w Storage for relative response curve
A2 um Ending wavelength
A3 pm Starting wavelength
DNVI v--liz-l/2 Detector noise voltage index
DELTAF Hz Electrical bandpass of sensor
IH1 km Minimum altitude X 10
IH2, RANGE km Ground-to-sensor distance X 10
ICOUNT, NOPT Number of data points
N3, N1 t:m—l Starting wave number
NDIFF cm_1 Wave number increment
MODEL Code:
1 ~ Tropical atmosphere
2 -~ Mid-latitude summer
3 - Mid-latitude winter
4 - Subarctic summer
5 - Subarctic winter
THAZE Code: Haze condition
1-23kn
2 -5 km
EMISS Storage of emissivity
VND volts Detector voltage noise

(Continued)
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Table 03 (Continued)

__Variable

WRE

RADI

AG

APG

PARFAR

PARBAR

w2

REA

VFB

RDIFF

VDIFF

TEMP

101
RPEAK

M1

Unit

mr

w/(cmz-Um)

v/um

volts
volts

volts

km

viw

Description

Storage of emissivicy multiplied by
ground-to~sensor atmosphere data

Number of milliradians
Geometric correction factor
Ground pixel area

Feature area

Ratioc between feature area and
ground pixel area

Difference between 1 and parfar
Storage of energy reaching sensor

Storage of enexgy reaching sensor
multiplied by detector response
curve, aperture area, and geometric
correction factor

Storage for area under curve for
feature ond background

Voltage resulting from simultaneous
sensoring of feature and background

The voltage difference between two
adjacent pixels

Ratio between voltage difference
between two adjacent pixels and
detection voltage noise

Temperatures for feature and
tackground

Haze condition

Peak detector response

Storage for atmosphere data (ground
to sensor)

(Continued)
(Sheet 2 of 3)

240




— T T

Table C3 (Concluded)

Variable Unit Description
REF w/(cmzwum) Storage for irradiance reflected from
feature or background

N w/(cmz—um) Storage for total atmosphere

SOLIR w/(cmz—um) Storage for solar irradiance

ANGLE2 degree Zenith angle/100 !
SPEC w/(cmz-um) Storage for spectral reflectance |
CORX1 Conversion factor to correct data for

zeni:ch angle

RaD Conversion factor for changing degrees
to radians

4
4
.

(Sheet 3 of 3)
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Table C4

Structure of Input File for Total and Ground-to-Sensor Atmospheres

Record No. Variable Format Description
1 TCOUNT 16 Number of data points
N3 16 Starting wave number, cm_l x 10
NDIEF I6 Wave number increment, cm_l x 10
MODEL Il Code:
1l ~ Tropical atmosphere model
2 ~ Mid-latitude summer
3 - Mid-latitude winter
. 4 - Subarctic summer
5 < Subarctic winter
THAZE Il Code:
1 - 23-tm (gea level) visual range
2 - 5-km (sea level) visual range
TANGLE 16 Zenith angle x 100, deg
IH1 16 Minimum altitude x 10, km
IH2 16 Ground-to-sensor distance X 10
2 NN, N 1914 Data values for percent transmission

x 104
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Table C5

Structure of Input File for Spectral Reflectance and
Solar Irradiance Above Atmosphere

Record No. Variable Format Description
1-3 INAME A68 Identification
4 NOPT 16 Number of data points
N1 16 1

Starting wave number, cm

IDIFF 16 Wave number increment, cm-l
POUTER, 6E12.4 Data values
SOLIR,
SKYJ.,
Tatle C6

Structure of Input File for Relative Response Curve

Record No. Variable Format Description j
1 INAME Al2 Detector identification
2-3 KNAME A68 Identification .
4 NOPT 16 Number of data points ;
N1 16 Starting wave number. et x 10 i
NDIFF 16 Wave number increment, cm_l x 10
5 POUTER €E12.4 Data values
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Table C7

Example of Variable Input

1.,1.,300.,303.

1.5
100.,1.E6,40.,2.5
i.

Mid~latitude Summer
23.
14.,8.,1.E~8,1000.
2.

3000.

-

NBROPT AP il
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Table C12
List of Control Cards

Column No.

IDENT
OPTION

FORTY

< 4 W

USE

EXECUTE
LIMITS

PRMFL

<y & W

DATA

16

USER NO., IDENTIFICATION
FORTRAN

NFORM, NINO

«GILIT

Source Deck

TIME, STORAGE
DEVICE NO.,R/W,L,USER NO./FILENAME
41
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APPENDIX D: DOCUMENTATION OF GLOERAL FORM OF THERMAL IR
SYSTEMS SIMULATION MODEL COMPUTER PROGRAM

Program Identification

Program Title: Minimum Detectable Temperature Difference
Program Code Name: MDTDOL

Writers: Q. E. Link and J. R. Stabler

Organization: U. 8. Engincer Waterways Experiment Station,

P. 0. Box 631, Vicksburg, Mississippi 39180

Date: Februsry 1976

Updates: None

Version No.: O

Source Language: FORTRAN IV, Honeywell G635

Availability: Source card deck and listing available on request from

U. S. Engineer Waterways Experiment Station

Abstract: The general form of the Thermal IR Systems Simulation Model
predicts the thermal resolution (minimum detectable appar-
ent temperature difference) as a function of background
(average terrain) apparent temperature for individus? sen-
sor systems or types of sensor systems. The thermal reso-~
lution data ‘in tabular or graphical form) are directly
applicable for evaluating the capabilities of sensor sys-
tems for specific Jjobs or for planning missions to opti-
mize imagery information content. The major variables that
influence imagery information content are included and the
model has been designed to minimize the required inputs for

ease of execution.
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Engineering Documentation

Nerrative description

1. See text, Part III.

Method of solution

2. See text, Part IILI.

Program capabilities

3. The internal limitations and assumptions of the model are as

follows:

a. All files must have the same starting position (1k.0-um
wavelength) and end position (1.0 pm) and the data must
be in the same increments.

b. Only wavelengths between 1.0 and 14.0 um are considered.

¢. Only thermal infrared remote sensing cystems can be
evaluated.

d. The increment (as a function of wavelength) between data

points in any file must be greater than or equal to

50 el and be an even multiple of 50 ——

Data inputs
4, The input data requirements for this model are as follows:
a. Sensor data
(1) Electrical bandwidth (Hz)
(2) Effective aperture area (sq cm)
(3) Spatial resolution (mrad)
b. Detector data

(1) Relative response curve

(2) starting wavelength-ending wavelength (um)
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(3) Detector noise voltage index (v—Hz'l/a)

(4) Peak response (v/w)

i ¢. Terrain data
! (1) startivg temperature, K

(2) Ending temperature, K

| (3) Temperasture interval, K
(4) Initial temperature change, K
d. Transmission through atmosphere (ground to sensor)
5, A list of input variables is shown in Table D1.

Program options

6. After one compléte run, the program is terminated.

Printed output

.

7. An example of a printed output is shown in Table D2.

é Other output
8. An example of a graphical output is shown in Figure D1.

Flowchart

9. A condensed flowchart is shown in Figure D2.

i System Documentation

Computer equipment

10. The model was developed at the U. S. Engineer Waterways Ex-
periment Station using a Honeywell G635. The G635 is a dual processor
system with a 192-K word (36 bit) memory. Memory cycle speed is
1.0 microsecond for fetching two words from memory. The system has
three disc systems; the dval channel DSU 180's with 168-million char-
acter capacity, the DSU 270's with 30-million character capacity, and

the DSU 167's with 120-million character  jacity. There are two
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THERHAL RESOLUTION, DEG C

16.00

ul

MID-LATITUDE SUMIER
. HAZE (KM) = 23
ALTITUDE (KH) = 1,5
EMISSIVITY = 1.0
3
&
8 [u]
n‘
o
o jul
Q
v m
@ v]
o
<
Sbo.00 225.00 250.00 275.08  300-00  325.00

350.00
BACKGROUND TEMPERATURE, DEG K

LEGEND

DETECTOR ~ HGCOTE
DETECIOR NOISE VOLTAGE INDEX (volt/aqrt (Hz)}) » 0,00000001
ELECTRICAL BANOWIDTH (Hz} = 1000000.

SPATIAL RESOLUTION (miiliradians) » 2.6

WAVELENGTH BAND (micrometer) » 14,0-8.0

EFFECTIVE APERATURE AREA (cm?2) = 40,0

PEAX RESPONSE (volt/watt) = 200.0

Figure D1.
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Example of graphical form of model output
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INPUT SPECTRUM OF BACKGROUND TEMPERATURES
AND CORRESPONDING EMISSIVITY VALUE

INPUT SENSOR CHAKACTERISTICS

INPUT ATMOSPHERIC CHARACTERISTiCS

COMPUTE MINIMUM CHANGE IN TEMPERATURE
DETECTABLE BY SENSOR FOR EACH SPECIFIED
BACKGROUND TEMPERATURE

OUTPUT RESULTS IN TABLE FORM
OR ENTER PLOT ROUTINE

STOP

Figure D2. Condensed flowchc*t for specific
form of Thermel IR Systems Simulation Model.
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magnetic tape subsystems with a total of three nine-track and six
seven-track handlers, two printers (120 lpm), a card punch (100 cpm),

card reader (900 cpm), and two G-DATANET-30 communications processors.

Peripheral equipment

11l. The following peripheral equipment is necessary to run this
program: Honeywell G-~-DATANET-30 communication (16-K storage with
16-bit words) and a teletype communication terminal.

Source program

12, Seu availability.

Variables and subroutines

13. The variables in the minimum detectable temperature dif-
ference model, subroutine SIMP, and subroutine TPLOT are listed in
Table D3.

a. The functions of the main program, subroutines, and
system subroutine are as follows:
(1) Define the dimension of the array for each

variable.

(2) ZIdentify format for both input and output files.
(3) Head input for all input files.
() Write output for all output files.
(5) Activate subroutines at the proper time.

b. Subroutine SIMP calculates the area under the func-

tional curves using Simpson's rule.

o

Subroutine TPLOT produces output plots for thermal
resolution (minimum detectable temperature difference,
°¢) versus background temperature (K).

d. Library programs used are:
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(1) Cosine
(2) Sine routine

Date structure

14, 'The formets of the input files are shown in Tables Dh
and D5. An example of each of the iuput files ic shown in
Tables D6 to D8,

Storage requirements

15, The minimum amount of memory needed to load with all files
open is 1T K.

Maintenance and updates

16. No updates of the program have been made.

Operating Instructions

Storage
17. The program and all files are stored on a permanent disc.

Operating messages

18. None.

Control cards

19. Control cards needed are shown in Table D9.

Error recovery

20. The program must be restarted when error occurs,

Run time

21. Processor time for one complete run is aborct 0.0038 sec.

The input-output for this run was approximately 0.003 sec.
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Table D1

List of Variables Input

i Record Variable Format Unit Description
% 1 NTEMPS  Free field K Starting temperature
NTEMPE  Free field K Ending temperature
| NTEMPI  Free field K Initial temperature interval
DELTAT Free field K Initial temperature change ;
2 RANGE Free field km Altitude R
3 JNAME Free field A40 Latitude-season identification j
4 ID1 Free field km Haze condition i
5 DELTAF  Free field Hz Electrical bandwidth
E AA Free field cm2 Effective area aperture
'J RADI Free field mrad Number of milliradianc
a 't EMISS  Free field Emissivity
! 6 A2 Free field upm Ending wavelength
s } A3 Free field um Starting wavelength
; DNVI Free field v--Hz-]'/2 Detector noise voltage index
| RPEAK Free field wv/w Peak detector response
7 XSTART Free field Starting X-axis value
(output plot) s
: YSTART  Free field Starting Y-axis value
! (output plot)
XINCRE Free field X-axis increment '
YINCRE  Free field Y-axis increment
XSCALE Free field X-axis scale factor /
YSCALE  Free field Y-axis scale factor
XSIZE Free fi¢ld dinch Length of X-axis
. YSIZE Free field tinch Length of Y-axig
t -
}
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Table D2

Example of Graphical Output of Model

?rediction of Minimum Detectable Temperature Difference

Temperature
K

200.0
220.0
240.0
260.0
280.0
300.0
320.0
340.0
360.0
380.0

400.0

LEGEND

Emissivit
1.0

1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0

1.0

Sensor Characteristics

Detector Type:
Detector Noise Volta
Electrical Bandwidth (Hertz):
Spatial Resolution (milliradians):
Wavelength Band (micrometers) :

HGCDTE

Effective Aperture Area (ecm?): 40.0
Peak Response (volt/watt): 2000.0

Atmosphere Condition

Latitude~Season:

Haze (km):

Altitude (km):

Mid-latitude Summer

1.5

Minimum Detectable
Temperaturg Difference
C

2.50
1.56
1.09
0.86
0.70
0.55
0.47
0.39
0.35
0.31

0.27

ge Index (volt/sqrt (Hertz)): 0.1000E 07
0.1250E 07

2.0

14.0-8.0

éS&‘
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Variable for Minimum Detectable Temperature Difference Model

Table D3

Variable Unit Description
NTEMPS K Starting temperature
NTEMPE K Ending temperature
NTEMPI K Temperature interval
DELTAT K Initial temperature change
RANGE km Altitude
ICOUNT, NOPT Number of points
N3, N1 emt Starting wave number
NDIFF cm_l Wave number increments
MODEL Code:
1 -~ Tropical atmosphere model
2 ~ Mid-latitude summer
3 ~ Mid-latitude winter
4 ~ Subarctic summer
5 - Subarctic winter
THAZE Code: Haze condition
1~ 23 km
2 -5 km
IANGLE degree Zenith angle x 100
IHL km Mindnem altitude x 100
IH2 km Ground to sensor altitude x 10
ML, POUTER w/(cmz-um) Storage for data values
JNAME Legend identification
Dl km Haze condition
DELTAF Hz Electrical bandwidth
AA m2 Feature area

(Continued)
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Table D3 (Concluded)

RO S0 mw&;ﬂ“&' 2%

Variable Unit Description
RADL mr Number of milliradians
EMISS Emissivity
A2 um Starting wavelength
A3 um Ending wavelength
DNVI v-}{z_l/2 Detector noise voltage index
VND volt Voltage noise
REA Storage for area under curve for feature
and background
RDIFF volt Difference for feature area and background
area
TDIFF ° Storage for minimum detectable temperature
difference
Y(I) pm Storage for wavelength
XSIZE inch Length of X-axis
YSIZE inch Length of Y-axis
XSTART Starting value of X-axis
YSTART Starting value of Y-axis
XINCRE X-axis increments between tic marks
YINCRE Y~axis increments between tic mar)
XSCALE X-axis scale factor
YSCALE Y-axis scale factor
260
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Table D4

Structure of Input File for Ground-to-Sensor Atmospheres

Record No. Variable Format Description
1 LCOUNT I6 Number of data points
N3 16 Starting wave number, cm-1 x 10
NDIFF 16 Wave number increment, cm—1 x 10
MODEL Il Code:
1 - Tropical atmosphere
2 -~ Mid-latitude summer
3 - Mid-latitude winter
4 - Subarctic summer
5 ~ Subarctic winter
THAZE 11 Code:
1 - 23 km {sea level) visual range
2 - 5 km (sea level) visual range
TANGLE 16 Zenith angle x 100, deg
IHL 16 Minimum altitude x 10, km
IH2 16 Ground-~to-sensor distance % 10
2 ML 1914 Data values for percent t:sansmission
x 104
Table D5

Structure of Input File for Relative Response Curve

Description

Record No. Variable Format
1 INAME Al2 Detector identification
2-3 KNAME A68 Identification
4 NOPT 16 Number of data points
N1 16 Starting wave number, cm-1 x 10
NDIFF 16 Wave number increment, ent x 10
5 POUTER 6E12.4  Data values
261
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Table D6

Example of Variable Inputs

200, 400., 20., 10.
1.5

Mid~latitude summer
23

1.E6, 40., 2.5, 1.0
14,, 8., 1.E-8, 2000.

200" 0., 25.’ 5.’ 004’ 02’ 8" 5'
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Table D9

List of Control Cards

Colunn No,

e 8 _16
$ IDENT USER NO., IDENTIFICATION
$ OPTION FORTRAN
$ FORTY NFORM, NLNO
$ USE +GTLIT

Source Deck
$ EXECUTE
$ LIMITS TIME, STORAGE
$ PRMFL DEVICE NO.,R/W,L,USER NO./FILENAME
$ DATA 41
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APPENDIX E: RELATION OF ABSOLUTE AND APPARENT TEMPERATURE

1. The relation between absolute and apparent temperature can
be formulated from Planck's Law and the definition of apparent temper-

ature. PFor the purposes of this study, apparent temperature, Tapp s

is defined as the temperature of a blackbody (a material with e = 1.0)

that radiates (within the wavelength band of interest) the same
amount of EM energy as a material wit. ¢ : absolute temperature, T ,
and an emissivity, € , less than 1.0.

2. From Planck's Law the EM energy radiated as a function of

wevelength from & blackbody is as follows:

c. [ (c./am) -1
L [% 2 - i1

Y = 5 |
where
¢ = 3.7h x 1oh, W umh o2
C, = 14,388, um K
A = wavelength, ym
e = base to natural logarithm
T = absolute temperature, X

Similarly, the energy radiated by a nonperfect radiator (a gray body:

s material having an € 1less than 1.0) is as follows:

W, = o=

e.c, [(c./am 7%
A 251 [; e - ] (EL)

where

N = emissivity at wavelength X .
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Since the apparent temperature of the materiasl whose radiation proper-~

ties are described by Egqunation El is the temperature of a blackbody

radiating the same amount of energy, the following relation can be

formulated within a wavelength bandi of iatceresi:

-1
excl[(cc/}\'l‘) ]
SN &

Solving this relation for e, results in the following:

A

(¢ /AT) i 1’]

&2 = [jca/mapp) ] ]

Ignoring the -l in the brackets (the ‘effects of this step is ad-

dressed in paragraph 5) and taking the legarithm of both sides of the

equation results in the following:

C
= 2
In €A = g
which reduces to
c
= .2 (1
ln € = N (? -

c

o

F

ae

1 K

T ,
axz)

Assuming &£ is a constant for a given wavelengih bard (a fairly

valid assumption for the 3- to 5.5-um or 8- ko Lh<un wavelength baudsjy

Al to 12 and integrating
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B ’:, .!3\;'

- 1 1
In ¢ [ dA—C2(T-T )

resulting in

AX 1n € _1 1
02 in (Az/xl) T Tapp

Rearranging this equation results in a final expression for apparent

temperature:

1
7 =
‘app 1 A 1n € (E3)

- \
T ¢, 1n‘(ié/xl,

Examination of the ahove equation reveals that the epparent tempera-
ture of a material is a function of the wavelength band of‘interest
as well as emissivity and absolute temperature., A graphical presenta-
tion of this equation is given in Figures EL and E2.

3. The graphs shewn in Flgures El and E2 reveal two important
items. First, by comparing the grephs in the two figures it is obvious
that the 1elation between ghsolute and apparent teaperature is sighifi-

santly different for the two wevelength bands. For example, the
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400 ~ £ =

€
/e-
350 |~ € =
& F
300

Apparent Temperature
N
w
o

0.1

|

200

150

100 | 1 ! 1 N
200 250 300 350 %00 %50

Temperature

Figure El. Apparent temperature versus actual temyerature
emissivity for the 3.0~ to 5.5-um wavelength band
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Figure E2. Apparent temperature versas actual temperature and

emissivity for the 8- to lb-ym waveléength band
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apparent temperature of & material having an absolute temperature of
300 K (roughly ambient for terrain me* >ials) and emissivity of 0.7

is 295 K and 280 K for the 3.0- to 5.5- and 8- to lh-ym wavelength
bands, respectively. A portion of the apparent temperature difference
between the wavelength bands is due to the larger bandwidth for the

8- to 1l-ym band.

4. The second item concerns the functional relationship between
absolute and apparent temperature. Examination of the graphs in Fig-
ures E1 and E2 shows that the relationship described by Equation E3 is
almost linear within the wavelength bands for which calculations were
made (i.e. 3- to 5,5- and 8--to 14-ym). Within the normal ambient
temperatures observed for terrain materials (i.e. between 250 and
350 K) the assumption of linearity within a single wavelength band is
probably adequate for the purposes of this study.

5. Tie effect of eliminating the "-~1" from the expression

[ (c,/at) ]
e -

(as described in paragraph 2) was evaluated by calculating the value
of the expression with and without the "-1" for a wavelength of 10 ym

and a spectrum of temperatures. The results were as follows:

(Ca/AT) [ (c2/XT) ] Percent
T, K e e - 1 Difference
250
300 120.7 119.7 0.8
350 60.9 59.9 1.6
400 36.4 35.4 2.8
450 2.k 23.4 k.0
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Examination of these data show that the percent difference of the
values for the two forms of the expression is essentially negligible

for ambient terrain temperatures (i.e. approximately 300 K) and in-

creases glightly with an increase in temperature.
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In accordance with 2R T0-2-3, parsgraph 6c¢(1)(b),
dated 15 February 1673, a facsimile catalog card
in Lidrary of Congress format is reproduced below.

Link, Lewis E

Procedures for the systematic evaluation of remote
sensor performance and quantitative mission planning,
by Lewis E. Link, Jr. Vicksburg, U. S. Army Engineer
Waterways Experiment Station, 1976.

xix, 272 p. 1illus. 27 em. (U. S. Waterways Ex-
periment Station. Technical report M-76-8)

Prepared for Office, Chief of Engineers, U. S. Army,
Washington, D. C., under Project 4A162121A896, Task 01,

Literature cited: p. 142-144.

1. Infrared scanners. 2. Mathematical models.
3. Remote sensing. 4. Sensors. I. U. S. Army.
Corps of Engineers. (Series: U. S. Waterways
Experiment Station, Vicksburg, Miss. Technical report
M-76-8)
TA7.W34 no.M-76-8




